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Programs as Factors
of Production

~ As A MEMBER of that rapidly growing happy
band who spend our days trying to find ways of in­
ducing computers to do interesting new things, I
feel a good deal of responsibility for understanding
the probable economic and social consequences of
introducing these new devices into our society and
widening the range of their applications. From an
economic and social standpoint, are computers and
automation something new under the sun or are
they, to paraphrase Clausewitz, simply "a continua­
tion of the Industrial Revolution by other means"?
Do they call for a new chapter in the economic
textbooks or are they merely details in the chapters
on capital and distribution?

In a series of essays published under the title of
The Shape of Automation.' I explored some of the
macroeconomic aspects of these questions-in par­
ticular, the implications of automation for full em­
ployment, real wages, and the demand for unskilled
labor. I will not repeat my conclusions here except
to observe that I ended my investigation with more
optimism than I began with. From the standpoints
considered, automation does, indeed, seem a natu­
ral continuation of the Industrial Revolution, fully
compatible with full employment, creating a high
probability that labor will reap all or most of the
gains of rising productivity.

The present essay is an inquiry in a different di­
rection. It begins with the observation that what we
generally call a "computer" includes both a hard­
ware component and a software component-both a
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collection of electronic gear and a collection of pro­
grams and data that are stored in the hardware
memory. During the first five years that computers
were obtainable commercially, to buy or rent a
computer meant to buy or rent the hardware. Since
that time, during the last decade or so, the mer­
chandise on the market has generally included a
substantial software as well as hardware compo­
nent. In fact, the software represents a steadily in­
creasing part of the total purchase or rental cost,
and no computer of any size could be marketed
today without being accompanied by appropriate
software. Categories of software include:

• Monitor programs and scheduling algorithms, to
make the system available to a multitude of users and
to allocate and schedule its facilities among them.

• Programming languages, such as assembly lan­
guages and user-oriented languages (e.g., FAP, FOR­
TRAN, COBOL, SIMSCRIPT).

• Utility routines, such as linear programming algo­
rithms, standard statistical packages, and programs for
solving differential equations.

For the most part, computer users either employ
these precooked programs, or write their programs
in user-oriented languages. Few users program in
machine language, and almost none in large instal­
lations run their programs outside monitor and
scheduling systems. Some current suggestions that,
because of economies of scale, large central com­
puting hardware systems will take on the character
of public utilities will, if realized, accentuate and
hasten these trends.

If computers, regarded as a factor of production,
are to be classified with capital, they are capital
with a difference. To be sure, there are precursors,
such as the Jacquard loom, which was as truly pro­
grammed as the most modem solid-state machine.
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But the software component of modem computers 
is so prominent in comparison with anything that 
went before that we must treat the difference as 
having qualitative significance.

An alternative to regarding computers as a new 
form of capital is to regard them as a new form of 
labor. This, too, is a familiar idea used to denote 
their applicability to a widening range of humanoid 
tasks. I would like to introduce an allegory for ex­
ploring further the reasonableness and limitations 
of regarding computers as labor. Like most allego­
ries, this one will simplify real life.2

In the time of Columbus, devices for ocean trans­
portation incorporated both a hardware component 
—a sailing ship—and a software component—a navi­
gator. A shift in the production function for ocean 
transportation could result from an improvement 
either in sailing ships or in the skills of navigators. 
Improvements in hardware were incorporated in 
the production function as new ships were 
launched. I  suppose that the economics of the mat­
ter were handled by using Terborgh-like replace­
ment formulas to determine when ships had become 
obsolete and should be replaced by improved ones.

Improved navigational technology, however, 
could be incorporated in the production function 
either by replacing navigators or by retraining the 
present ones. At a cost, an experienced navigator 
might be trained to use a magnetic compass to find 
north or, some centuries later, a chronometer to de­
termine his longitude.

One important difference, then, between the 
hardware and software components in ocean navi­
gation lay in the greater opportunities for revising 
and improving the latter without complete replace­
ment. One important similarity was that, even in 
the absence of technological change, both hardware 
and software gradually wore out and had to be re­
placed anyway. In both cases, the replacement cost 
was not negligible. Ships were obviously costly to 
build, and navigators could only be produced by 
years of training and experience.

Let us now introduce an automated navigator 
into this technology, in the form of a programmable 
computer. Only one thing has changed in the eco­
nomic structure of the situation, but a rather 
significant one thing: Many technological changes 
in the art of navigation can now be introduced, al­
most without cost, by replacing the present pro­
gram in the automated navigator with a copy of a

program incorporating the improved method. The 
automated technology is an example of a technol­
ogy that can be copied almost without cost.3 To un­
derstand the significance of the difference, we must 
consider the economics of copying.

The significance of cheap copying processes is 
that when they are available, the cost of developing 
improvements need be paid only once. Darwinian 
evolution is as much a matter of multiplication of 
the fittest as it is survival of the fittest. Genetic ma­
terial, DNA and RNA, is organized as a copying 
mechanism, permitting improved organisms to be 
multiplied in number at no higher cost than would 
be required to produce the old, unimproved ones. 
Like improvements in the ship, however, and unlike 
improvements in the navigator, the superior tech­
nology cannot be introduced into existing organ­
isms but must wait until they are removed by ob­
solescence and wearing out. As a matter of fact, 
copies continue to be made of the unimproved as 
well as of the improved organisms until competition 
gradually weeds out the former.

A second instructive example of a copying pro­
cess is the one used by animals, but especially by 
man to transmit culture from one generation to the 
next by training, instructing, and educating proge­
ny. This particular copying process can hardly be 
called “cheap,” since in human cultures it common­
ly occupies a span of years nearly as long as the pe­
riod during which the adult is fully productive. It is 
worthwhile—even necessary—precisely because man 
has reprogrammable software and can improve on 
the programs that he copies genetically from his 
parents. We might even say that these latter pro­
grams provide him with little more than a monitor 
system and an assembly language—that is, capabili­
ties for acquiring performance programs.

The peculiarity of this particular copying tech­
nique and the reason why it is costly is that the pro­
gram to be copied cannot be inserted directly into 
the human head, but must gradually be grown there 
by those poorly understood processes we call edu­
cation and experience. Copying is by no means syn­
onymous, by the way, with memorization: you can 
memorize a page of Hoyle to the point where you 
can recite it perfectly, without being able at all to 
play the game described there. As a result, also, of 
the indirectness of the copying process, an exact 
copy is almost certainly never produced. In general, 
we can expect degradation in copying, the quality
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of the program being restored only by new im­
provements after experience in use.4

In order for knowledge and skills to be transmit­
ted from one generation to another, they have to be 
stored reliably by memory. Until about five 
hundred years ago, the two major storage deposito­
ries were human memory and man’s artifacts. Al­
though writing has been known, of course, for some 
thousands of years, it was used to only a very lim­
ited extent to store the information needed to trans­
mit skills from one generation to the next. One rea­
son, undoubtedly, was the high cost of providing 
children with the programs (i.e., reading skills) 
needed to retrieve information from this memory 
source. A second was lack of knowledge about how 
to communicate “how-to” information in words 
generally, and in writing in particular. A third, and 
the most obvious, was the high cost of producing 
copies so that the information would be widely 
available.

Artifacts were a more interesting memory device. 
Houses were not built to teach people how to build 
houses, but were built to shelter them. Neverthe­
less, the houses were always present and available 
for inspection as a source of information on how to 
build houses. Hence, the existence of houses greatly 
reduced the cost of copying houses (as compared, 
say, with what the cost would have been if the 
builders only had oral or written descriptions of 
houses, or even pictures ).

Five hundred years ago, the invention of printing 
greatly reduced the cost of copying verbal informa­
tion, as well as the cost of copying pictures and di­
agrams. It provided an important new cheap, reli­
able memory device. For a long time, however, it 
appeared to be used far more for remembering ab­
stractions and intangibles than the concrete particu­
lars of everyday life and its technology. I would 
conjecture that these concrete particulars were al­
ready recorded in artifacts better than they could 
be in the verbal expressions (oral or written) avail­
able at that time.

Thus, among the crucial events in human evolu­
tion have been the introduction of five important 
advances in the technique and copying and storing 
information: organismic reproduction with duplica­
tion of genetic material; indirect programming 
through learning; preservation of artifacts; writing; 
and printing. Each of these has its characteristic 
structure of costs. None of them allows “instant” re­

programming of existing hardware. The third and 
fourth are simply storage devices; the fifth allows 
cheap copying; but all these last three contribute to 
production only through the second-learning— 
hence do not avoid its costs.

Direct copying of computer software has charac­
teristics, therefore, quite different from any of these 
earlier copying techniques. When an improved pro­
gram has been invented for the automatic naviga­
tor, it can not only be installed in new navigators at 
no addition to cost, but it can also be provided to 
existing navigators instantly and substantially with­
out cost. The comparative advantage of automatic 
navigators relative to human navigators will in­
crease in any field where the technology is advanc­
ing rapidly, since improvements can be incorporat­
ed in the former sooner than in the latter. The eco­
nomics of the matter are developed more fully in 
the Appendix.

In the case of any copyable technique, there is a 
problem of how the costs of developing improve­
ments are to be recovered. In the absence of ade­
quate opportunity for recovery, there will, of 
course, be underinvestment in research and de­
velopment. In a competitive economy, the problem 
becomes the more severe the less expensive and the 
more rapid the copying process.

Patent and copyright laws are the usual modern 
procedures for returning rewards to the authors of 
technological advances that can be copied. Secrecy 
is another method still widely used, but not applica­
ble when the improvement can be copied from arti­
facts embodying it. (Study of artifacts may permit 
copying not only the objects themselves, but even 
improved methods of manufacture, evidences of 
which are preserved in the manufactured object.) 
At an earlier point in history (and even today in the 
military sphere), governments intervened to pre­
vent the export of technological improvements, 
whether in the form of machinery or of programs 
recorded in the memories of artisans.

Because of the cheapness of the copying process, 
and the potential value of even single exemplars, 
the protection of inventors’ interests in improved 
computer programs is a matter of great technical 
difficulty. Here we must distinguish programs writ­
ten to run on a particular type of machine, on the 
one hand, from programs written in higher-level 
languages that are easily transferred to different 
machines. The machine manufacturer can recover

W INTER /  1967 17



investments in software developments of the former 
kind, since they can only be used with his machines. 
On the other hand, the improvements are then not 
used everywhere they might be, and competing 
manufacturers must duplicate development invest­
ments, both sources of misallocation of resources.

With progress in software technology, programs 
have tended to become more independent of hard­
ware. Hence, the problem from a social point of 
view appears to be to secure a sufficiently high rate 
of investment in software development.

Labor s contribution to production is achieved by 
the coordination of a system of sensory organs—eyes 
and ears—with a system of effectors—principally 
hand and mouth—by means of those stored pro­
grams we call “skills.”5 In our Columbian ocean 
transport technology there are both the skills of the 
navigator—whether human or automated—and the 
skills, or technical know-how, of the shipbuilders. 
Evidence from wartime destruction shows that an 
economy that has lost most of its physical capital 
but retained its pool of technology can restore pre­
vious levels of productivity relatively rapidly.

As was pointed out earlier, the stored skills in a 
pre-computer economy must be replaced each gen­
eration, even if there is no technological change, 
since these skills must exist in human brains in 
order to be useful for production. The replacement 
costs are by no means the same as the costs of for­
mal education in the economy. In the first place, 
the entire time, not just the school time, of children 
prior to their entrance into the labor market should 
be charged as part of the replacement cost. Wheth­
er in school or out, children learn to speak, become 
acquainted with the common artifacts of their cul­
ture, and, at least in simple economies, learn one or 
more relevant production technologies.

In the second place, in societies with formal edu­
cational systems, a large part of what is taught 
and learned in the schools has no productive sig­
nificance. This is certainly true of most of the 
curriculum of the contemporary American school 
system. Schooling is best regarded, under such cir­
cumstances, primarily as a consumption good that 
has as a small by-product the storage of a certain 
amount of production skill.6 If I were given a con­
tract, at a fixed price, to produce research scientists,
I would certainly turn the finished product out of 
my educational institution at an age earlier than 25! 

In the third place, much of the transmission of

programs takes place through on-the-job training 
and experience. These training costs do not show 
up in the social accounts, but are hidden as direct 
costs of production.

In a peasant culture, the avoidable cost of replac­
ing programs each generation is probably very 
small, because by the time children are physically 
capable of doing hard manual work they have al­
ready learned most of the skills they will use. On 
the other hand, the absence of mechanisms for 
cheap transmission and reliable storage of programs 
probably operates to slow technical progress or even 
cause the loss of discoveries, so that improvements 
need to be repeatedly re-invented.

We observe, for example, that there was only 
minor technological advance in peasant cultures 
from pre-Christian times to the Industrial Revolu­
tion. We may conjecture that the technologies of 
these cultures remained in a state of dynamic equi­
librium—they were able to maintain just that level 
of technology at which the forgetting from one gen­
eration to the next was balanced by re-invention. 
Increases in the density of population and improve­
ments in the security or economy of travel and 
transportation would allow increases in specializa­
tion, hence permit a larger stock of programs to be 
transmitted. Nomadism, on the other hand, through 
increasing the difficulty of retaining numerous phys­
ical possessions, would decrease the stock of the 
culture’s artifacts, hence degrade an important store 
of technological information.

It is not my purpose here to rewrite cultural his­
tory in terms of the problems a society faces in 
maintaining and transmitting stored programs. The 
notion of a learning-forgetting equilibrium of tech­
nology is not relevant, however, only to peasant 
cultures. It is equally applicable, for example, to 
the problem that a university department faces in 
remembering its own policies and all of the subtle 
considerations that went into their formulation. As 
faculty come and go, secretaries marry and are re­
placed, files are lost, and conditions change, the 
subtleties vanish, and the policy tends to reduce to 
a few general ( though not necessarily sound) prin­
ciples, plus some specific regulations that happen to 
have been recorded in documents that continue to 
be referred to. Often, the documents themselves be­
come inoperative because the “retrieval” programs 
that would cause them to be referred to on ap­
propriate occasions are lost.
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In sum, the costs of maintaining a store of human 
programs over periods during which personnel 
turnover is substantial are very large. Storing tech­
nology in the form of computer programs rather 
than human programs opens up new possibilities 
for greatly reducing such costs.

Learning is needed not only to transmit programs 
from generation to generation and to modify pro­
grams to incorporate new technology, but also sim­
ply to adapt programs to problems posed by a con­
stantly changing environment. The economic gains 
to be realized from cheap copying will be inconse­
quential if new programs have to be devised ad hoc 
for each small change in circumstances.

The program of the navigator may make use of 
large amounts of information about tides, currents, 
winds, coastlines, and harbors in different parts of 
the world. The program, to be workable, must be 
factorable into two parts:

♦ A store of information that can be augmented 
readily by simple processes of memorization and by 
simple programs for consulting available reference 
sources.

♦ A general purpose program that can apply ap­
propriate parts of this data store to any given specific 
navigational problem.

The economy of automated programs will de­
pend on their having comparable features. They 
must be learning programs, at least in the sense that 
they can apply new information to new situations 
and probably also in the stronger sense that they 
are capable of some adaptive modification in their 
own structures. Without such features, each pro­
gram would be applicable to only a narrow range of 
situations; hence little would be gained from the 
availability of cheap means for producing copies.

The ocean transportation technology of our alle­
gory depends both on the programs stored in the 
navigator and on the programs for the manufacture 
of ships. All of our discussion of the costs of pro­
gramming and improving the programs of human or 
automatic navigators applies quite as well to the 
programs of human or automated shipwrights.

Technological advance requires the invention of 
new techniques, but also the development and stor­
age of the programs necessary to apply these tech­
niques. For any extensive technological change, a 
whole series of “reprogramming” decisions have to 
be made—by managers, engineers, and workmen. In 
evaluating these decisions, numerous externalities

will be encountered, because the effectiveness of 
the new technology in comparison with the old will 
depend on what programs have already been 
stored. Thus, the productivity of capital in the form 
of automobiles will depend on the commonness of 
driving and mechanics’ programs in the population, 
as well as the presence or absence of such material 
artifacts as roads and gas stations.

One particular difficulty in the diffusion of new 
technologies is that the new programs have to be 
ingested, at least in considerable part, in order to 
evaluate them. Hence, much of the reprogramming 
cost must be borne before an accurate evaluation 
can be made—or acceptance of the new technology 
must be postponed until its advantages are obvious 
even to the untutored eye. To the extent that the 
programs of the new technology are computerized, 
the costs of developing the programs will have to be 
borne, but not borne anew in each application. We 
would expect more rapid diffusion of new technol­
ogies under these conditions.

Automation of the programs that constitute a 
technology will make explicit not only the problem 
of modifying programs to take advantage of ad­
vances in knowledge, but also the problem of using 
existing programs in relevant situations.

Specialization increases the repertory of pro­
grams that are available within the economy taken 
as a whole. It does not guarantee, however, that the 
sophisticated programs stored in the specialist’s 
brain will be used whenever relevant. Someone, at 
the point of problem impact, must note the rele­
vance and must have an effective procedure for lo­
cating the specialist. Even when he has been lo­
cated, there may be difficult problems of compati­
bility between his programs and those of the per­
sons consulting him—what we call now an “inter­
face” problem. The specialist may fail to under­
stand the problem properly, and those consulting 
him may fail to understand his solution or how to 
combine his knowledge with aspects of the problem 
that fall outside his specialty.

There is much talk today about the “knowledge 
explosion” and how this explosion makes it more 
difficult to locate relevant knowledge. Much of this 
alarm is ill-considered, for the advance of knowl­
edge is not primarily an additive (or multiplicative) 
accumulation of knowledge. It is primarily the reor­
ganization of knowledge to make it more parsimo­
nious and more applicable. To become a research
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chemist should involve less learning today than it 
did fifty years ago, because physical chemistry and 
quantum mechanics have provided such powerful 
tools for organizing facts, and indeed making them 
derivable from theory.

In this age, as in any other, an important part of 
the programs that define the technology are pro­
grams for retrieving knowledge from its storage 
places. Among the important prospective conse­
quences of automation are its consequences for re­
trieval techniques.

The cost of retrieving relevant programs depends, 
first, on finding them; second, on making them usa­
ble in the application situation. Finding costs de­
pends, in turn, on the structure of available indexes 
and on the power of the available search programs. 
As illustration, consider the boxed problem.

In spite of the apparent simplicity of a scheme 
for retrieving specialized information, retrieval in 
our present technology is by no means a perfected 
art. A good example of the inadequacies is provided 
by the lag between the level of sophistication of the 
statistical techniques applied by data users and the 
level of sophistication among experts in statistics. 
The more sophisticated programs are not retrieved 
when they would be appropriate because

• The user is not aware of their potential relevance.

• His access to the existing knowledge through ap­
propriate inquiry procedures has not been institutional­
ized. (Among other things, he may have no way to re­
compense the expert properly for his time and trouble

on a problem that is only a matter of “application,” 
hence not of direct professional interest to the tech­
nique-oriented expert.)

Automation of technologies will cause the prob­
lem of retrieving relevant programs from the stock 
of existing ones to become more explicit than it has 
been in the past. The computer technology—both 
hardware and software—will also provide new 
means for retrieval. It will also create interesting 
new problems for economists, relating to the design 
of efficient retrieval systems.

One question that will arise repeatedly is the 
question of how far information should be pro­
cessed when stored, and to what extent, on the 
other hand, it should be processed on demand. 
Should executives, for example, have “instantly” 
available the answers to large numbers of questions 
they might conceivably ask, should they have avail­
able the programs that will seek out and compute 
the answers in a short time, or should they have 
available programming languages that will allow 
them to write programs that, in turn, will find the 
answers? The cost structures of automated informa­
tion systems are so different from those of manual 
systems that all of these issues will have to be re­
thought as the new technology develops.

Conclusions. A technology exists largely in the 
minds of its labor force and in the future will be 
distributed between those minds and the memories 
of computers. If programs, stored in one or the 
other of these forms, constitute the core of a tech-

H ow  Does the National Academy of Sciences 
Retrieve Information?

One of the functions of the National Academy of 
Sciences is to provide agencies of the national gov­
ernment with expert scientific advice when needed. 
What kind of processing system is required for the 
National Academy to perform this function?

We can dream up designs for elaborate indexes 
of specialists. One such index, the National Regis­
ter, actually exists. However, there is a much sim­
pler and fully adequate device available to the staff 
of the National Academy: the telephone. Any given 
inquiry can be roughly classified by the field of 
knowledge to which it belongs. The appropriate 
members of the Academy staff can carry around in 
memory indexes to the names of a few persons who 
are knowledgeable in each of these fields. Each of 
the knowledgeable respondents, in turn, has a more

detailed map of specialties within the general area 
and an index of, names of the corresponding special­
ists. These specialists will have their own indexes, 
and so on. A series of three or four phone calls can 
hardly fail to locate the best program in the United 
States to address itself to the problem at hand.

When we look at this retrieval scheme in detail to 
determine what would be involved in automating it, 
we see that there is nothing very complicated about 
the processing. Each of the memories employed 
contains, among other things, a taxonomy. We may 
visualize each choice point in the classification key 
as containing questions to be answered in order to 
make the choice (i.e., questions the specialized in­
formant can ask in order to pin down the nature of 
the inquiry).
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nology, then important consequences are likely to 
follow from the fact that automation greatly de­
creases the cost of making copies of such programs.

One of the obvious consequences of cheaper 
copying is that there will be underinvestment in 
program improvement unless steps are taken to re­
ward inventors of programs or to subsidize inven­
tion. A second consequence is that the comparative 
advantage of automation will tend to be particular­
ly great in situations where frequent and rapid pro­
gram change is called for, and will tend to be rela­
tively less in areas where only a few copies of a pro­
gram can be used. Since human programs are at 
least modestly capable of on-the-job learning and 
adaptation to specific situations, the range of feasi­
ble automation will depend heavily on the extent to 
which similar learning and adaptive features can be 
incorporated in automated programs.

The concept of technology as consisting of stored 
programs gives us a somewhat novel framework for 
theory about the rate of technological progress and 
the rate of diffusion of new technology. The level of 
technology that a society can maintain will depend 
heavily—indeed, in the past may have depended 
heavily—on the costs of transmitting programs from 
each generation to the next. It will depend also on 
the possibility of economizing transmission costs 
through specialization.

To the extent that there is specialization of pro­
grams within an economy, retrieval programs for 
locating relevant knowledge and skill become an 
important element in productive capacity. When 
copying costs are high, locating a relevant specialist 
will be useless if his time is fully occupied. With 
techniques for copying programs cheaply, the num­
bers of specialist programs will respond flexibly to 
demands, hence retrieval programs will take on an 
even greater importance than they have at present.

The automation of programs will have many con­
sequences beyond those I have identified. If there is 
anything we can say with confidence about a new 
technology, it is that we will not really understand 
its implications until we have lived with it for a few 
generations. Now that we have perhaps achieved 
some understanding of the First Industrial Revolu­
tion—the revolution of power—we are already in the 
midst of the Second—the revolution in the pro­
cessing of information. It is important that we iden­
tify the salient characteristics of the new technology 
and their consequences for the economy.

APPENDIX
The argument in the text with respect to the effect of 

cheap copying on technological change can be made 
more rigorous by a simple mathematical model. We as­
sume that invention is an autonomous activity, as a re­
sult of which there exists at any given time, t, a most 
efficient technology. This technology takes the form of 
programs (e.g., programs for navigators and ship­
wrights) and is implemented by copying these pro­
grams and installing them in place of existing programs. 
(It should be observed that, in contrast to the “learning 
by doing” theories of Arrow and others, we assume that 
application of the new technology does not increase the 
rate of invention. A more complete theory would com­
bine the “learning by doing” mechanism with the 
copying mechanism discussed here.)

Navigational technology. Let R (t)  be the net reve­
nue per year (exclusive of program-copying costs) 
produced by a ship that employs the best navigational 
technology available at time t. Let P n be the cost, as­
sumed constant, of a navigator’s program. If navigators’ 
programs are replaced, on the average, every T years, 
then the average age of the technology in use will be 
T /2 . The net revenue will average:

R(t) = —  f  R(t — T)d,T. (1)
l  J  T_ 0

Assume that invention produces a constant rate of 
increase in net revenue returnable by the best technol­
ogy:

R (t) = A + B t. (2 )

Then, from (1 ) and (2 ) :

R(t) =  —  J" j^A+U(< —r)JdT

- x+£ ( ' - ! ) - K ' - ! ) -  ®

The cost of replacing navigators’ programs every T  
years will be, per ship per year:

Hence, the revenue, net of this cost, will be:

ï ( ( ) - C , = Æ ( i ) - B y - y .  (5)

We wish to choose the replacement interval, T, so as to 
maximize revenue, for given R(t) and P,r Setting the 
first derivative of (5) equal to zero, we get:

d(R(t)-Cn) = _  B_ = 
dT  2 +  T 2 '
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Whence,

T"-/ir- m

That is to say, the optimal replacement interval for 
programs, T *, will vary directly with the square root of 
copying costs and inversely with the square root of the 
technological change coefficient. Substituting T *  in the 
revenue function (5), we get:

R(t)-C„ = R (t)-8V P„B . (8)

The second term on the righthand side of (8) is the 
penalty for failing to use the best available technology. 
This penalty is larger the greater the cost of copying 
programs (because the lag will then be greater) and 
the more rapid the improvement in technology.

Suppose there are also rental costs associated with 
navigators, human (C„), or automatic (C,). Then if 
human and automated navigators are just competitive:

Rh ^ —Cnh — Ch =  Ra^ —Cna — Ca. (9 )

That is:

- V P nhB - C h =  - V P naB - C a . (10)

Presumably, PSH >  PNA, and CA >  C„, so that:

Ca — Ch =  ^/P nhB  — \ /P naB

= ( V P nh — \ /P na) \ / B . (11)

Now if the rate of invention increases (B  larger), the 
cost balance will be tipped in favor of automated navi­
gators. If human learning can be made more efficient 
(PNH reduced), the balance will be tipped in favor of 
human navigators.

Shipbuilding technology. The argument is easily ex­
tended to deal with optimal replacement rates for ships 
and for shipwrights’ programs. The average age of the 
technology embedded in ships will be }i(Tw+ T s), 
where Tw is the replacement period for shipwrights’ 
programs and Ts the replacement period for ships. 
Ignoring navigation, we have, analogously to (3):

(i2)

Assume that the number of shipwrights required is 
proportional to the number of ships built. If the im­

provement in technology is linear, as before, then, for 
each ship:

Pw
Tw

= R ( t ) - B
Ts +  Tw 

2 Ts
Pw
Tw (13)

Maximizing, we obtain:

Ts* (14)
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