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Preface

The National Bureau of Economic Research (NBER) was founded in 1920
to do empirical economic research that would provide the basis for im-
proved public and private decisions. Through the years, the Bureau has
pursued that goal through a variety of research projects and confer-
ences. The establishment of this new annual NBER macroeconomics
conference promises to be an important milestone in that tradition.

The past several decades have seen substantial advances in macro-
economic theory, econometric methods and computing technology.
Often, however, research in empirical macroeconomics has failed to live
up to the potential suggested by these advances. Major economic issues
of national importance have been debated publicly without the help of
objective economic research, while much of the academic economic re-
search has focused on relatively narrow and technical questions. Al-
though there is obviously an important role for such basic research, it is
important also for the economics profession to contribute serious re-
search to the broader public policy debate. The purpose of this new
NBER annual conference is to stimulate such empirical research on sig-
nificant national issues.

I am grateful to Stanley Fischer for organizing this annual conference
and for editing this volume. I have the highest expectations for the con-
tribution of this series over the years ahead.

Martin S. Peldstein
President
The National Bureau of Economic Research



Editorial

This new journal aims to encourage and disseminate research on real
macroeconomic problems. It will appear once a year, and will include
two kinds of articles, the first directed to answering specffic questions,
the second showing the empirical relevance of potentially important
new ideas in macroeconomics.

Three articles in this volume fall into the first category: Blanchard and
Summers analyze the causes of high European unemployment; Hayashi
examines the causes of high Japanese saving rates; and Feldstein seeks to
establish, empirically, links between the budget deficit and the exchange
rate. The articles by Martin Eichenbaum and Kenneth Singleton on real
business cycles, Lawrence Katz on efficiency wage theory, and Martin
Weitzman on profit sharing, are of the second kind.

The articles were invited for this volume, and were initially presented
at a conference held in Cambridge, Massachusetts, in early March 1986.
They have been revised in light of the incisive comments made by the
formal discussants and the discussion at the conference. The discus-
sants' comments and a brief summary of the discussion at the conference
follow each article. To maintain the currency of the papers and the com-
ments, the journal appears very rapidly after the conference.

Although each article sets its own scene well, I will briefly describe the
motivation and the approach taken by the authors, starting with the
paper by Olivier Blanchard and Lawrence Summers. European unem-
ployment has been rising more or less steadily since 1970. European un-.
employment had been well below U.S. levels in the 1950s and 1960s,
reached U.S. levels in the 1970s, and by now is well above U.S. rates in
most countries—and almost double the U.S. rate in the United Kingdom.

Blanchard and Summers describe the problem and find that in the past
there have been similar periods in which unemployment in both Europe
and the United States has risen and stayed high. Indeed, they argue that
the unemployment rate is so persistent that the standard textbook view
that the economy, left alone, tends to revert to a stable "natural" rate of
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unemployment has to be questioned. They explain this persistence by
the between insiders (those with a job) and outsiders (the un-
employed). Wage bargaining between the firm and its insider-workers
results in a contract that takes into account the interests of the insiders
but not the outsiders. Workers cease to influence wage bargains once
they have lost their jobs, and therefore cannot take actions that will in-
crease their chances of being employed. Thus the unemployment rate
tends to stay at its current level, except for shocks such as unexpected
changes in aggregate supply (increases or decreases in oil prices, for ex-
ample) or demand. They explain rising European unemployment as the
result of a sequence of adverse supply shocks in the 70's, and demand
shocks in the 80's, particularly increasingly tight European fiscal policy.

The Blanchard-Summers article departs, by implication, from the pre-
viously standard view that European unemployment is in large measure
the result of excessively high real wages. They do not focus on the
behavior of real wages, emphasizing that both real wages and unem-
ployment are endogenous and that it makes very little sense to blame
unemployment on real wages. In their model, a union that is willing to
incur a greater risk of unemployment in exchange for higher real wages
will produce the unemployment but not higher real wages. Real wages
in their model are determined by production conditions. They leave for
future research an explanation of the joint movement of real wages and
unemployment.

Martin Eichenbaum and Kenneth Singleton describe real business
cycle theory. The theory is that business cycle phenomena can be under-
stood as reflecting the effects of a variety of real disturbances on an econ-
omy in which markets are continuously in equilibrium. The theory is
identified by both its italicized characteristics. The view is that monetary
disturbances, changes in the money stock—or monetary policy more
generally—do not affect real economic variables, such as the level of out-
put, the real interest rate, or real exchange rate. Second, the theory
sees no need to assume that markets are in disequilibrium, since many of
the. that are usually viewed as reflecting disequilibrium,
such as cyclical fluctuations, are potentially consistent with equilibrium.
Eichenbaum and Singleton take a pragmatic approach to the nonmone-
tary aspect of the approach, arguing not that monetary disturbances in-
herently cannot affect real but that they have not in practice
done so in the postwar U.S. economy.

After constructing an equilibrium business cycle model that includes a
potential role for monetary disturbances to affect output, Eichenbaum
and Singleton concentrate on empirical work that examines the role of
money in postwar U.S. cycles. Using vector autoregressions, they fail to
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find signs of monetary influences. These surprising results receive con-
siderable attention both from the formal discussants and in the informal
discussion. The discussants also noted that a failure to find monetary
effects on real output bore on the first characteristic of real business
cycle theory—that the cycle is not caused by monetary factors—but left
open the second issue, whether the cycle is an equilibrium phenomenon
driven mainly by shocks to productivity.

Extraordinarily high Japanese saving rates contrast remarkably with
U.S. savings behavior. Observers who worry about lagging U.S. produc-
tiVity growth and the need for modernizing investment hope that saving
incentives will increase the supply of investment funds in this country.
Fumio Hayashi's careful and informative paper seeking to explain the
high Japanese saving rate first puts U.S. and Japanese savings data on a
common statistical basis, thereby reducing some of the discrepancy.
Even so, there is a large difference to explain.

Hayashi then turns to detailed cross-sectional Japanese data. The stan-
dard life-cycle model in which individual saving is driven by the need
to finance retirement spending is shown not to account for the high
Japanese saving rate, even when account is taken of the difficulty of
borrowing to buy houses in Japan. Two striking features of the Japanese
life-cycle pattern are that elderly parents tend to move in with their chil-
then and that housing (particularly the value of land) accounts for a large
share of wealth. Hayashi attributes some of the high Japanese saving
rate to these characteristics, arguing that parents appear to accumulate
wealth in large part to make bequests, largely in the form of housing, to
children.

The national saving rate in Japan declined substantially in the 1970s as
the government started running large deficits, and the Japanese saving
rate began to fall towards (but is still far from) the U.S. rate. Hayashi be-
lieves that this trend will continue, with part of Japanese saving behavior
during the 1960s and 1970s reflecting an effort by individuals to raise
their standard of living rapidly. His discussants raise the question of
whether the high Japanese growth rate might not be responsible for the
high saving rate, rather than vice versa, though the channels for that line
of causation remain undear.

Many theories attribute business cycle fluctuations largely to wage
and price stickiness. If there is excess unemployment, firms would, ac-
cording to these views, be willing to hire more workers if only wages
could be cut. Although this argument is not watertight, it does focus at-
tention on the behavior of wages. Efficiency wage theory is the view that
firms do not cut wages because the efficiency with which labor works
depends on the real or relative wage it receives.
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Lawrence Katz describes several versions of efficiency wage theory. He
starts from the strongest form of the theory relevant in poor countries
where the physical health and efficiency of the worker depends on his or
her earning enough to pay for food. He also discusses versions in which
workers whose effort on the job is only imperfectly observable are paid
above market wages so that there is a real penalty in the loss of a job if
they are caught shirking. In addition to describing the theories, Katz
draws out their empirical implications, many of which relate to differ-
ences in wages across different job categories. The alternative, standard
theory ascribes wage differentials to differences in workers' abilities,
rather than to, for example, the difficulty of monitoring effort on differ-
ent jobs.

The macroeconomic implications of efficiency wage theory receive at-
tention in both Katz's paper and the following discussion. The real wage
rigidity implied by the theory may allow supply shocks to affect employ-
ment. It is more difficult to show that real wage rigidity can account for
effects of nominal shocks, such as changes in monetary policy, on out-
put. A recent development outlined by Katz is the "small menu cost"
approach that shows that under certain circumstances, small costs of
changing prices will lead to price rigidity that may have large impacts on
the level of output. The merits of this approach too receive considerable
attention in the discussion.

Martin Weitzman's work on the macroeconomic implications of alter-
native labor compensation arrangements has led him to the view that
profit sharing would produce more stable employment with less infla-
tion than the current wage system. His article develops the analytical
basis for this conclusion. The analysis suggests that although the equi-
librium level of unemployment might be similar under wage and profit
sharing systems, responses of output and employment to shocks would
be very different. In particular, with profit sharing, the incentive of firms
to lay off workers in response to reductions in product demand is much
reduced. In a useful question-and-answer section of the paper, Weitz-
man answers many of the questions typically raised about profit shar-
ing. He then examines the Japanese bonus system, concluding that it can
be viewed as a profit sharing system. He cautiously suggests it may have
some responsibility for the superior employment performance of the
Japanese economy.

Weitzman's work has received considerable public attention, and even
recognition in the 1986 British budget. Discussants of course raised their
doubts about the approach, many along the lines of "How come if this is
a good idea it hasn't already been implemented?" In reply Weitzman em-
phasizes the possible divergence between private and social benefit: em-
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ployment might be more stable in the economy as a whole with the
implementation of profit sharing, even though no single firm might find
it worthwhile to introduce if all other firms are on the wage system.

The extraordinary appreciation of the dollar between 1980 and the be-
ginning of 1985 is the focus of Martin Feldstein's "The Budget Deficit and
the Dollar." Conventional macroeconomic models predict that expan-
sionary fiscal policy will produce higher real interest rates, an apprecia-
tion, and a current account deficit. Feldstein explores the exchange
rate—budget deficit link in a series of regressions of the real exchange
rate of the dollar against current and expected budget deficits, and a
variety of other variables that might be expected to affect the exchange
rate. These include the investment-incentive tax changes of 1981 that
have been held partly responsible for the increase in demand for funds
in the United States, and the growth rate of the monetary base, repre-
senting monetary policy.

Feldstein's results appear remarkably robust, with the budget variable
almost inevitably significant in affecting the exchange rate. According to
his regressions most of the appreciation of the dollar is accounted for by
the change in U.S. fiscal policy. Some of the discussants accepted Feld-
stein's basic approach but probed the sensitivity of his conclusions.
Others believed that to a first approximation, changes in taxes have no
effects on interest rates or the exchange rate, but that changes in govern-
ment spending do. This is the so-called Ricardian equivalence theory
that holds that deficits merely represent future taxes, which have pre-
cisely the same effect on current actions as current taxes. Several discus-
sants pointed out that changes in the mix of national spending—for
instance, toward foreign goods—associated with fiscal changes could af-
fect the real exchange rate even if Ricardian equivalence held. Whatever
the doubts, Feldstein's regressions point to significant fiscal policy effects
on exchange rates.

Stanley Fischer
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Hysteresis and the European Unemployment Problem
OLIVIER J. BLANCHARD AND LAWRENCE H. SUMMERS

European unemployment has been steadily increasing for the last fifteen years
and is expected to remain very high for many years to come. In this paper, we
argue that this fact implies that shocks have much more persistent effects on un-
employment than standard theories can possibly explain. We develop a theory
that can explain such persistence, and that is based on the distinction between
insiders and outsiders in wage bargaining. We argue that if wages are largely set
by bargaining between insiders and firms, shocks which affect actual unemploy-
ment tend also to affect equilibrium unemployment. We then confront the the-
ory with both the detailed facts of the European situation as well as those of
earlier periods of high persistent unemployment, such as the Great Depression
in the United States.

Do Equilibrium Real Business Cycle Theories Explain
Postwar U. S. Business Cycles?
MARTIN EJCHENBAUM AND KENNETH J. SINGLETON

This article presents and interprets some new evidence on the validity of the real
business cycle (RBC) approach to business cycle analysis. The analysis is con-
ducted in the context of a monetary business cycle model that makes explicit one
potential link between monetary policy and real allocations. This model is used
to interpret Granger causal relations between nominal and real aggregates. Per-
haps the most striking empirical finding is that money growth does not Granger
cause output growth in the context of several multivariate VARs and for various
sample periods during the postwar period in the United States. Several possible
reconciliations of this finding with both real and monetary business cycles
models are discussed. We find that it is difficult to reconcile our empirical results
with the view that exogenous monetary shocks were an important independent
source of variation in output growth.
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Why Is Japan's Saving Rate So Apparently High?
FUMIO HAYASHI

This article begins with a look at time-series data on aggregate saving for the
United States and Japan. After showing that a resolutidn of conceptual differ-
ences substantially narrows the gap in the saving rates between the two coun-
tries, the article examines various explanations for Japan's high saving rate by
confronting them with a wealth of tabulations from household surveys in Japan.
The life-cycle explanation is found to be inadequate. The prevalence of the ex-
tended family and bequests are singled out as probably the most important fac-
tor contributing to higher saving. An attempt is made to estimate the flow of
intergenerational transfers. It is argued at the end that Japan's recent large trade
surplus is due more to her slumping investment than any increase in

Efficiency Wage Theories: A Partial Evaluation
LAWRENCE F. KATZ

This paper surveys recent developments in the literature on efficiency wage theo-
ries of unemployment. Efficiency wage models have in common the property
that in equilibrium firms may find it profitable to pay wages in excess of market
clearing. High wages can help reduce turnover, elicit worker effort, prevent
worker collective action, and attract higher-quality employees. Simple versions
of efficiency wage models can explain normal involuntary unemployment, seg-
mented labor markets, and wage differentials across firms and industries for
workers with similar productive characteristics. However, deferred payment
schemes can solve some efficiency wage problems without requiring job ration-
ing. A wide variety of evidence on interindustry wage differences is analyzed.
Efficiency wage models appear useful in explaining the observed pattern of wage
differentials. The models also provide several mechanisms for cyclical fluctua-
tions in response to aggregate demand shocks.

Macroeconomic Implications of Profit Sharing
MARTIN L. WEITZMAN

This article argues that substantial progress in the struggle for full employment
without inflation will have to come largely from basic changes in pay-setting
arrangements rather than from better manipulation of financial aggregates. My
analysis suggests that widespread profit sharing, along the general lines prac-
ticed in Japan, represents a structural reform of the labor market that is likely to
improve the unemployment-inflation trade-off. I attempt to place the problem of
labor payment mechanisms in historical perspective; I then provide an analytic
framework for comparing wage and profit-sharing systems. Major criticisms of
profit sharing are discussed in a question and answer format. Profit sharing is
then compared with three alternative and, I argue, less promising prototypes for
structural reform of the labor market: incomes policy, two-tiered pay, and em-
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ployee control. The Japanese experience is then examined with an eye to evaluat-
ing the possible macroeconomic impact of the bonus system and implications for
profit or revenue sharing.

The Budget Deficit and the Dollar
MARTIN S. FELDSTEIN

This study examines the reasons for changes in the real exchange rate between
the dollar and the German mark from the beginning of the floating rate regime in
1973 through 1984. The econometric analysis focuses on the effects of antici-
pated structural budget deficits and monetary policy in the United States and
Germany and the changes in U.S. profitability induced by in tax rules.
The possible impact of a number of other variables is also examined.

The evidence indicates that the rise in expected future deficits in the bud-
get of the U.S. government has had a powerful effect on the exchange rate be-
tween the dollar and the German mark. Each one percentage point increase in
the ratio of future budget deficits to GNI' increased the exchange rate by about
30 percentage points. Changes in the growth of the money supply also affect the
exchange rate. Changes in tax rules and in the inflation-tax interaction that al-
tered the corporate demand for funds did not have any discernible effect on the
exchange rate.

A separate analysis confirms that there is an equilibrium structural relation be-
tween the dollar-DM exchange rate and interest rates in the United States and
Germany. An increase of onepercentage point in the real interest rate differential
has been associated with a rise in the rate of about 5 percent.



Olivier I. Blanchard and Lawrence H. Summers
MASSACHUSETTS INSTITUTE OF TECHNOLOGY AND NBER,
HARVARD UNWERSITY AND NBER

Hysteresis and the European
Unemployment Problem

After twenty years of negligible unemployment, most of Western Europe
has since the early 1970s suffered a protracted period of high and ris-
ing unemployment. In the United Kingdom unemployment peaked at
3.3 percent over the period 1945—1970, but has risen almost continu-
ously since 1970, and now stands at over 12 percent. For the Common
Market nations as a whole, the unemployment rate more than doubled
between 1970 and 1980 and has doubled again since then. Few forecasts
call for a significant decline in unemployment over the next several years,
and none call for its return to levels close to those that prevailed in the
1950s and 1960s.

These events are not easily accounted for by conventional classical
or Keynesian macroeconomic theories. Rigidities associated with fixed-
length contracts, or the costs of adjusting prices or quantities, are un-
likely to be large enough to account for rising unemployment over
periods of a decade or more. And intertemporal substitution in labor sup-
ply is surely not an important aspect of such a protracted downturn. The
sustained upturn in European unemployment challenges the premise of
most macroeconomic theories that there exists some "natural" or "non-
accelerating inflation" rate of unemployment toward which the economy
tends to gravitate and at which the level of inflation remains constant.
The European experience compels consideration of alternative theories
of "hysteresis" which contemplate the possibifity that increases in unem-
ployment have a direct impact on the "natural" rate of unemployment.

This article explores theoretically and empirically the idea of macro-
economic hysteresis—the substantial persistence of unemployment and
the protracted effects of shocks on unemployment. We are particularly
interested in the current European situation; we seek explanations for
the pattern of high and rising unemployment that has prevailed in Eu-

—
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rope for the past decade and for the very different performance of the
labor markets in the United States and Europe, and we reach some tenta-
five conclusions about the extent to which European unemployment
problems can be. solved by expansionary demand policies. The central
hypothesis we put forward is that hysteresis resulting from membership
considerations plays an important role in explaining the current Euro-
pean depression in particular and persistent high unemployment in
general. The essential point is that there is a fundamental asymmetry in
the wage-setting process between insiders who are employed and out-
siders who want jobs. Outsiders are disenfranchised and wages are set
with a view to ensuring the jobs of insiders. Shocks that lead to reduced
employment change the number of insiders and thereby change the sub-
sequent equilibrium wage rate, giving rise to hysteresis. Membership
considerations can therefore explain the general tendency of the equi-

rate to follow the actual unemployment rate. We
adduce a number of types of empirical evidence consistent with our hy-
pothesis. The paper is organized as follows:

Section 1 documents the dimensions of the current European depres-
sion. By looking at movements in unemployment in the United States
and the United Kingdom over the past century, we show that high unem-
ployment is in fact often quite persistent. We review and find lacking,
standard explanations of the current European situation. We then con-
sider a number of mechanisms through which a high persistence of un-
employment could be generated.

Section 2 explores what we find the most promising of the possible
mechanisms for generating hysteresis. It presents a formal model illus-
trating how temporary shocks can have a permanent effect on the level of
employment in contexts where wages are set by employers who bargain
with insiders. Persistence results in this setting because shocks change
employment and membership in the group of insiders, thus influencing
its subsequent bargaining strategy. We then discuss the role of unions
and whether such effects can arise in nonunion settings.

Section 3 examines the behavior of postwar Europe in light of our the-
ory of hysteresis. It presents direct evidence on the role of unions, on the
behavior of wages and employment, and on the composition of unem-
ployment. We find the European experience quite consistent with our
model. Europe appears to have high hysteresis, much more so than the
United States. High unemployment in Europe and low unemployment
in the United States are well explained both by different sequences of
shocks, especially in the 1980s, and by different propagation mecha-
nisms, with Europe exhibiting more persistence than the United States.
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Section 4 returns to an issue of fundamental importance for policy.
Granting that Europe has more hysteresis than the United States, is it
really due to unions or is hysteresis itself endogenous, being triggered
by bad times? In an attempt to answer this question, we compare Europe
now to Europe earlier when unemployment was low, and compare the
current European depression to the U.S. Great Depression. The latter
comparison is especially important, given the ability of the United States
to decrease unemployment drastically in 1939 and 1940, mostly through
aggregate demand. The conclusion summarizes our beliefs and doubts,
and draws the implications of our analysis for policy.

1. The Record of Persistent Unemployment
We begin by documenting the dimensions of the current European de-
pression, then demonstrate that Europe's current and persistently high
unemployment is not historically unusual. Data for the past century sug-
gest a surprisingly high degree of persistence in unemployment in both
the United States and the United Kingdom. We argue that such persis-
tence is not easily explained by standard natural rate theories and con-
clude that theories that allow for hysteresis—a very high dependence
of current unemployment on past unemployment—1 are required to ex-
plain such persistence.

1.1. THE EUROPEAN DEPRESSION

Table 1 presents some information on the evolution of unemployment
in three major European countries as well as in the United States over
the past twenty-five years. While European unemployment rates in the
1960s were substantially lower than in the United States, unemployment
rates in Europe today are substantially greater than current U.S. rates.
The unemployment rate in the United States has fluctuated considerably,
rising from 4.8 to 8.3 percent in the 1973—1975 recession, then declining
to 5.8 percent in 1979, rising to 9.7 percent in 1982 before declining to
around 7.0 percent today. In contrast, unemployment in Europe has

1. Formally, a dynamic system is said to exhibit hysteresis if it has at least one eigenvalue
equal to zero (unity, if specified in discrete time). In such a case, the steady state of the
system will depend on the history of the shocks affecting the system. Thus, we should
say that unemployment exhibits hysteresis when current unemployment depends on
past values with coefficients summing to 1. We shall instead use "hysteresis" more
loosely to refer to the case where the degree of dependence on the past is very high,
where the sum of coefficients is dose but not necessarily equal to 1.



BLANCHARD & SUMMERS

risen seemingly inexorably since 1973. In France, the unemployment rate
has. increased in every single year since 1973, while it has declined only
twice in Germany and the United Kingdom. The differences between the

• European countries and the United States are most pronounced after
1980. While the U.S. unemployment rate is at roughly its 1980 level, it has
approximately doubled in the three European countries. The rapid de-
cline in U.S. unemployment after 1982 contrasts sharply with the con-
tinuing increase in unemployment in Europe. The last line of table 1
gives European Commission forecasts of unemployment for 1986: they
show little expected change. Longer-run forecasts are very similar: base-
line projections by the European Commission put unemployment for
the EEC as a whole at 110.4 percent in 1990, compared to 10.8 percent
in 1985.

. I

Differences in unemployment rates actually understate the differences
in the performance of American and European labor markets over the
past decade. Europe has suffered the concomitants of high unemploy-
ment—reduced labor force participation and involuntary reductions in
hours—to a much greater extent than has the United States. Between
1975 and 1983, the labor force participation rate of men in the United
States remained constant, while the corresponding rate in OECD Europe
declined by 6 percent. Average annual hours worked declined by 2.7 per-
cent in the United States between 1975 and 1982, compared with dedines
of 7.5 percent in France and 8.1 percent in the United Kingdom. Perhaps
the most strildng contrast of the labor market performances of Europe
and the United States is the observation that between 1975 and 1985 em-

Table 1 EUROPEAN AND U.S. UNEMPLOYMENT, 1961-1986

.

United
States

United
Kingdom France

West
Germany

1961—1970 4.7 1.9 .9 .8
1971—1975 6.1 2.8 2.6 . 1.8
1976—1980 6.7 5.2 5.3 3.7
1980 7.1 6.0 • 6.4 3.4
1981 7.6 9.2 7.7 4.8
1982 9.7 10.6 • 8.7 6.9
1983 9.6 11.6 8.8 8.4
1984 7.5 11.8 9.9 8.4
1985 7.3 12.0 10.7 8.4
1986* 7.2 11.7 10.9 8.0

Source. Annual Economic Review, Commission of the European Communities, 1986.
* Forecast.
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ployment increased by 25 percent, or about 25 million jobs, in the United
States while declining in absolute terms in Europe.2

1.2. UNEMPLOYMENT RATES IN THE UNITED KINGDOM AND THE
UNITED STATES OVER THE LAST CENTURY

European unemployment has increased steadily and, pending an unex-
pected change in policy, is expected to remain at this new higher level for
the foreseeable future. How unusual is such high and persistent unem-
ployment? To answer this question, we will now examine the behavior of

2. This difference reflects different demographic trends in the two countries as well as
differences in labor market performance.

Figure 1
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unemployment over the last century in both the United Kingdom and
the United States.

Figures 1 and 2 plot unemployment for each of the two countries, for
the period 1890—1985 for the United Kingdom, and 1892—1985 for the
United States.3

Estimation of an AR(1) process for the whole sample for each country
gives:

UK: u = .93 u(—1) + e; °e = 2.1%
(.04)

3. For the United States we made use of the revised unemployment rates calculated by
Romer (1986) for the 1890—1929 period.
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US: u = .90u(—1) + e;cre = 2.0%
(.04)

In both cases, the degree of first-order serial correlation is high. Un-
employment is indeed surprisingly persistent. It exhibits at best a weak
tendency to return to its mean.

Examination of the two figures—as well as statistical work—suggests
that the evolution of the unemployment rate over the past century is not
well captured by any simple linear autoregressive representation. The
degree of persistence as captured by the degree of first-order serial cor-
relation reported above arises largely from relatively infrequent changes
in the level around which unemployment fluctuates. In the U:K., when
unemployment goes up from 1920 to 1940, it shows little tendency dur-
ing that period to return to its pre-1920 level; it then returns to a low level
during World War II, to stay there until the 1960s. The current episode,
both past and forecast, is a second instance in which unemployment,
after having sharply increased, stabilizes at a new, high level. The United
States experienced a sustained increase in unemployment from 1929 to
1939; only to see it drop sharply during and after the war to a new, much
lower, level. When the degree of persistence in unemployment is esti-
mated separately for periods of high and low average unemployment,
there is some weak evidence of greater persistence within periods of
high average unemployment.

Time series studied in isolation give little indication as to the cause of
the changes in the mean level, which account for much of the persistence
in unemployment. They could be exogenous or be triggered by un-
employment itself, with a few years of high unemployment triggering
an increase in the mean level of unemployment, a few years of low
unemployment in turn triggering a decrease. Lacking a tight specifi-
cation of how this triggering occurs we do not believe that the data
can easily distinguish between these two possibilities, so we shall not
attempt to do so.

Our finding that unemployment exhibits a very high degree of persis-
tence over the past century parallels the findings of Nelson and Plosser
(1982), Campbell and Mankiw (1986) and others that a variety of eco-
nomic variables follow random walks or other nonstationary processes.
In many cases such findings can be easily rationalized by recognizing
that the level of technology is likely to be nonstationary and that other
variables such as the level of output depend on productivity. But the fail-
ure of unemployment to display more of a mean-reverting tendency is
troubling. It is unlikely that nonstationarity in productivity can account
for the persistence of unemployment since the secular increase in pro-
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ductivity has not been associated with any trend or upward drift in
unemployment.

1.3. DIAGNOSING UNEMPLOYMENT PROBLEMS

What sort of theories can account for persistent high unemployment
in general and the current European experience in particular? We high-
light the general difficulties one encounters in explaining persistent
unemployment by focusing on the problem of explaining the current
European situation. The central puzzle it poses is its persistence. While
it is easy to point to substantial adverse supply and demand shocks
over the last fifteen years, we argue that our standard theories do not
easily explain how they have had such enduring effects on the level of
unemployment.4

Aggregate Demand There is littl'e question that Europe has been affected
by large adverse demand shocks, especially since 1980 (see, for example,
Dombusch et a!. (1983)). In the 1980s, Europe has to a large extent
matched tight U.S. monetary policy while at the same time engaging in a
major and prolonged fiscal contraction (see Blanchard and Summers
1984 for the U.K., Germany and France; see Buiter 1985 for a more de-
tailed study of U.K. fiscal policy).

But to the extent that aggregate demand shocks do not affect the equi-
librium or natural rate of unemployment, one would expect sustained
high unemployment to be associated with rapid declines in the rate of
inflation. More generally, standard models of the effects of aggregate de-
mand shocks would not predict that previous estimates of the relation-
ship between inflation and unemployment would break down. There is,
however, substantial evidence that this relation has broken down and
that the decline in inflation has been much smaller than would have been
predicted by past relationships. The relation between wage inflation and
unemployment wifi be examined in detail later, but the basic point that
previous relations have broken down is evidenced in table 2, which gives
the rates of inflation and unemployment in 1984 and 1985 for the United
Kingdom, France, and Germany. Despite the high rates of unemploy-
ment, there is no sign of disinflation, with the United Kingdom and Ger-
many seeing a small increase in inflation and France a small decrease.
Econometric estimates of the rate of unemployment consistent with
stable inflation show rapid increases over the past decade. Layard et al.

4. This section relies heavily on the empirical work presented for individual European
countries at the Cheiwood Gate Conference on Unemployment, to be published in Eco-
nomica, 1986. The reader is referred to individual country papers for further evidence.
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(1984), using crude time trends in a Phillips curve relation, find the
unemployment rate consistent with steady inflation to have risen from
2.4 in 1967—70 to 9.2 in 1981—1983 in Britain, from 1.3 to 6.2 in Germany,
and from 2.2 to 6.9 in France. Coe and Gagliardi (1985), also within the
framework of the Phillips curve but using instead of a time trend a bat-
tery of potential determinants of equilibrium unemployment as right-
hand side variables, obtain roughly similar results. Aggregate demand
shocks have clearly played a role in explaining the increase in European
unemployment, but they cannot be the whole story, given the increase in
the rate of unemployment consistent with steady inflation.

Aggregate Supply Aggregate supply explanations appear more promis-
ing if the goal is to explain an increase in equilibrium unemployment.
This is indeed the approach followed by much of the recent research.
Sachs (1979; 1983) and Bruno and Sachs (1985) have argued that unem-
ployment in Europe is largely the result of a combination of adverse sup-
ply shocks and real wage rigidity. The argument is that real wages do not
adjust to clear the labor market so that adverse supply shocks that reduce
the demand for labor at a given real wage create unemployment. This
argument has two parts, real wage rigidity and the occurrence of adverse
supply shocks. We start by reviewing the evidence on the second.

Table 3 presents some information on the behavior of various supply
factors with a potential bearing on unemployment in the United King-
dom since

A first candidate is unemployment benefits. Unemployment insurance
may raise unemployment if it causes workers to search longer or less
intensively for jobs, reducing the pressure that unemployment puts on

5. We focus on the United Kingdom because detailed data are easily available. Available
data for France and Germany tell a very similar story.

Table 2 INFLATION AND UNEMPLOYMENT IN THE UNITED KINGDOM,
FRANCE, AND 1984-1985

United Kingdom France Germany

7T U 7T U ir U

1984 4.4 11.8 7.0 9.9 1.9 8.4
1985 5.5 12.0 5.7 10.7 2.1 8.4

= Rate of change of GD? deflator.
U = Unemployment.

Source: Annual Economic Review, Commission of the European Communities, 1986.
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wages. The second column of table 3 gives the average replacement ratio,
the average ratio of after-tax unemployment benefits to earnings for dif-
ferent categories of workers; it shows no clear movement over time. This
is not necessarily conclusive evidence against a role for unemployment
benefits: one can easily envision, mechanisms through which increases
in unemployment benefits lead to higher real wages and higher unem-
ployment but little or no change in the replacement ratio. Indeed, an-
other way of reading the column is that it shows an increase in real
unemployment benefits of roughly 30 percent since 1970. Furthermore,
it has been argued that the principal changes in unemployment insur-
ance have occurred through changes in eligibility rules rather than bene-
fit levels. Attempts to estimate the effect of unemployment benefits on
unemployment have not been very successful (see Minford (1982) and
Nickell (1984)) and one is led to conclude that the increase in unemploy-
ment benefits probably does not account for a large portion of the in-
crease in unemployment.

A second candidate explanation is structural change. The argument is

Table 3 SUPPLY FACTORS AND U.K. UNEMPLOYMENT

Year

Un-
employment
Rate

Replacement
Rate (%)b

Mismatch
Index (%)'

Productivity
Growth

Change in
Tax Wedge

(%)'

1960 2.3 42 — 1.9 .0
1965 2.3 - 48 41 2.8 1.0
1970 3.1 51 38 3.2 1.0

• 1975 4.7 49 43. 2.7 .8
1976 6.0 50 38 1.5 2.8
1977 6.4 51 35 1.7 1.9
1978 6.1 50 35 1.4 —.9
1979 5.6 46 35 2.1 1.3
1980 6.9 45 37 . 1.5 1.3
1981 10.6 50 41 1.4 2.6
1982 12.8 54 37 1.1 1.0
1983 13.1 54 — .5 —1.8

a. Standardized unemployment rate; source OECD.
b. Weighted average of replacement rates relevant to families of different sizes. Source: Layard and
Nickell (1986).
c. Index consitucted as £ I u — where u and v1 are the proportions of unemployment and vacancies
in occupation i respectively. Source: Layard, Nickell, and Jackman (1984).
d. Rate of change of total factor productivity growth, derived by assuming labor augmenting technical
change. The first four numbers refer to the rate of change (at annual rate) over the previous five years.
Source: Layard and Nickell (1986).
e. The tax wedge is the sum of the employment tax rate levied on employers and of direct and indirect
tax rates levied on employees. The first four numbers refer to the rate of change (at annual rates) over the
previous five years. Source: Layard and Nickell (1986).
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that the need for large-scale reallocation of labor associated with struc-
tural change tends to increase unemployment. Often it is suggested
that the energy shocks of the 1970s increased the rate of structural
change and so led to higher unemployment. The adjustment to struc-
tural changes may be complicated by real wage rigidity. The third column
of table 3 presents the index of "mismatch" developed by Layard, Nick-
ell, and Jackman (1984). This index tries to represent the degree of struc-
tural change in the economy by examining the extent to which unem-
ployment and vacancies occur in the same sectors. The results in the
table look at occupational mismatch, but results are largely similar when
industrial and regional measures are used.6 There is little evidence of an
increase in the rate of structural change since the 1960s, when the unem-
ployment rate was consistently low.

Perhaps the most common supply-based explanations for persistent
high unemployment involve factors that reduce labor productivity or
drive a wedge between the cost of labor to firms and the wage workers
receive. The fourth and fifth columns of the table give time series for total
factor productivity growth and the change in the tax wed ge.7 It is clear from
the table that there has been a substantial reduction in the rate of total
factor productivity growth in the wake of the oil shocks. Over the years
the total tax wedge has also risen substantially, by 30 percent since 1960,
by 10 percent since 1970. While it is still true that the real after-tax wage
consistent with full employment has risen fairly steadily, it has increased
more slowly than it had in the first half of the postwar period.

The Problem with Aggregate Supply Explanations We have now docu-
mented the presence of adverse supply developments relative to what
might have been expected in the early 1970s. But for these shocks to have
a long-lasting effect on unemployment, there must be long-lasting real
wage rigidity. If and when labor supply becomes inelastic, supply shocks
are then reflected in real wages, not in unemployment. Surely, individ-
ual labor supply is inelastic in the long run. As with aggregate demand
explanations, we face the problem of explaining the mechanism that
causes shocks to have long-lived effects.

Recent models of union behavior (notably McDonald and Solow (1981))
have addressed this problem by showing that if wages are the result
of bargaining between unions and firms, the result may be real wage

6. The mismatch index by industry goes up, however, in 1981 and 1982—the last two
years for which it has been computed.

7. Let a be the rate of growth of productivity and 6 be the change in the tax wedge. Then
the rate of growth of the after-tax real wage consistent with a given capital/labor ratio is
approximately given by a — 0.
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rigidity, with shocks affecting employment only. There is, however, a
fundamental difficulty with this line of argument. To take the model de-
veloped by McDonald and Solow, if real wages were truly rigid at a rate
determined by the interaction of union preferences and firms' produc-
tion technology, employment would steadily increase and unemploy-
ment steadily decrease through time. Annual productivity improvements
due to technical change are equivalent to favorable supply shocks. As
long as productivity increments and capital accumulation lead to the de-
mand curve for labor shifting outward faster than the population grows,
unemployment would decline. This appears counterfactual.8 Even over
the last decade, the cumulative impact of productivity growth has al-
most certainly more than counterbalanced the adverse supply shocks
that occurred.

To rescue this line of thought, it must be argued that real wages are
rigid along some "norm" which may increase over time. But this has two
implications. The first is that the dynamic effects of supply shocks on
employment then depend on the way the norm adjusts to actual produc-
tivity—this is left unexplained. The second and more important here is
that adverse supply shocks have an effect only as long as the norm has
not adjusted to actual productivity.. Thus, unless the norm never catches
up with actual productivity, adverse supply shocks cannot affect unem-
ployment permanently. It seems implausible that the current persistence
of high unemployment can all be attributed to lags in learning about pro-
ductivity. Both the United Kingdom and the United States have ex-
perienced enormous productivity gains without evident reduction in
unemployment over the last century. High unemployment therefore can-
not be blamed simply on poor productivity performance. It can only be
attributed to surprises in productivity performance. But then it is hard to
see how to explain protracted unemployment from lower productivity
growth. .

Where does this leave us? We have argued that there is plenty of evi-
dence of adverse shocks, whether it be lower-than-expected productiv-
ity growth, increases in the price of oil or in the tax wedge in the 1970s or
contractionary aggregate demand policies in the 1980s. But we have also
argued that standard theories do not provide us with convincing expla-
nations of how these shocks can have such a sustained effect on un-
employment. Put differently, it is difficult to account for the apparent
increase in the equilibrium rate of unemployment—or equivalently, in
the unemployment rate consistent with stable inflation—by pointing to

8. When a time trend is added to the AR(1) specification of unemployment estimated
above, its coefficient is both small and insignificant, for both countries.
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these shocks. Borrowing from business cycle terminology, it is not diffi-
cult to find evidence of negative impulses—the difficulty is in explaining
the propagation mechanism. This leads us to look for mechanisms that
can explain the propagation of adverse supply or demand shocks over
long periods of time. These include the possibility that current unem-
ployment depends directly and strongly on past unemployment.9 We
now consider various channels through which this may happen.

1.4. THEORIES OF HYSTERESIS

Three types of explanation which, loosely speaking, might be referred to
as the "physical capital," "human capital," and "insider-outsider" stories
can be adduced to explain why shocks that cause unemployment in a
single period might have long-term effects.

The physical capital story simply holds that reductions in the capital
stock associated with the reduced employment that accompanies ad-
verse shocks reduce the subsequent demand for labor and so cause pro-
tracted unemployment. This argument is frequently made in the current
European context where it is emphasized that, despite the very sub-
stantial increase in the unemployment rate that has occurred, capacity
utilization is at fairly normal levels. For the EEC as a whole, capacity uti-
lization has shown no trend over the last decade. It currently stands at
81 percent, compared with 76 percent in 1975, 83 percent in 1979, and
76 percent in 1983. It is then argued that the existing capital stock is
simply inadequate to employ the current labor force.

We are somewhat skeptical of the argument that capital accumulation
effects can account for high unemployment, for two reasons. First, as
long as there are some possibifities for substitution of labor for capital ex
post, reductions in the capital stock affect the demand for labor just as
adverse supply shocks do. As we have noted, it is unlikely that an antici-
pated supply shock would have an important effect on the unemploy-
ment rate. Second (see section 4), substantial disinvestment during the
1930s did not preclude the rapid recovery of employment associated with
rearmament in a number of other countries. Nor did the very substantial
reduction in the size of the civilian capital stock that occurred during the
war prevent the attainment of full employment after the war in many
countries.'0 The argument that reduced capital accumulation has an im-
portant effect on the level of unemployment is difficult to support with
historical examples.

9. This is also the direction of research recently followed by Sachs (1985) to explain Euro-
pean unemployment.

10. Unemployment remained high—around 10 percent—in Italy until about 1960 but
other factors are thought to have been at work in that case.
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A second and perhaps more important mechanism works through
"human capital," broadly defined. Persuasive statements of the poten-
tially important effects of unemployment on human capital accumula-
tion and subsequent labor supply may be found in Phelps (1972) and
Hargraves-Heap (1980)." Some suggestive empirical evidence may be
found in Clark and Summers (1982). Essentially, the human capital argu-
ment holds that workers who are unemployed lose the opportunity to
maintain and update their skills by working. Particularly for the long-
term unemployed, the atrophy of skills may combine with disaffection
from the labor force associated with the inability to find a job to reduce
the effective supply of labor. Early retirement may for example be a semi-
irreversible decision. More generally, if for incentive or human capital
reasons employers prefer workers with long horizons, it may be very dif-
ficult for middle-aged workers to find new jobs. A final point is that in a
high-unemployment environment, it will be difficult for reliable and able
workers to signal their quality by holding jobs and being promoted. The
resulting inefficiencies in sorting workers may reduce the overall de-
mand for labor.

Beyond the adverse effects on labor supply generated by high unem-
ployment, the benefits of a high-pressure economy are foregone. Clark
and Summers (1982) demonstrate that in the United States at least, World
War H had a long-lasting effect in raising female labor force participation.
Despite the baby boom, in 1950 the labor force participation of all female
cohorts that were old enough to have worked during the war was signifi-
cantly greater than would have been predicted on the basis of prewar
trends. The causal role of participation during the war is evidenced by
the fact that the participation of very young women who could not have
worked during the war was actually lower than would have been pre-
dicted on the basis of earlier trends. Similarly, research by Ellwood
(1981) suggests that teenage unemployment may leave some "permanent
scars" on subsequent labor market performance. One channel through
which this may occur is family composition. The superior labor market
performance of married men with children has been noted many times.
The effect of the Great Depression on fertility rates, both in the United
States and in Europe has often been noted.

Gauging the quantitative importance of human capital mechanisms
generating hysteresis is very difficult. Some of the arguments, early re-
tirement for example, suggest that labor force participation should de-
cline rather than that unemployment should increase in the aftermath of

11. Drazen (1979) constructs a related model, based on learning by doing, that also gener-
ates hysteresis. Hall (1976) explores the possibility that unemployment has long-lasting
effects on productivity, and its implications for economic policy.
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adverse shocks. Perhaps a more fundamental problem is that to the ex-
tent that there is some irreversibility associated with unemployment
shocks, it becomes more difficult to explain why temporary shocks have
such large short-run effects. If early retirement is forever, why should it
be taken in response to a temporary downturn? Overall, while it seems
likely that human capital mechanisms can explain some of the protracted
response to shocks, it is doubtful that they are sufficient to account com-
pletely for the observed degree of persistence.

A third mechanism that can generate persistence and that we regard
as the most promising relies on the distinction between "insider" arid
"outsider" workers, developed in a series of contributions by Lindbeck
(see, for example, Lindbeck and Snower (1985)) and used in an impor-
tant paper by Gregory (1985) to explain the behavior of the Australian
economy. To take an extreme case, suppose that all wages are set by bar-
gaining between employed workers—the "insiders"—and firms, with
outsiders playing no role in the bargaining process. Insiders are con-
cerned with maintaining their jobs, not insuring the employment of out-
siders. This has two implications. First, in the absence of shocks, any
level of employment of insiders is self-sustaining; insiders just set the
wage so as to remain employed. Second, and more important, in the
presence of shocks, employment follows a process akin to a random
walk; after an adverse shock, for example, which reduces employment,
some workers lose their insider status and the new smaller group of in-
siders sets the wage so as to maintain this new lower level of employ-
ment. Employment and unemployment show no tendency to return
to their preshock value, but are instead determined by the history of
shocks. This example is extreme but nevertheless suggestive. It suggests
that, if wage bargaining is a prevalent feature of the labor market, the
dynamic interactions between employment and the size of the group of
insiders may generate substantial employment and unemployment per-
sistence. This is the argument we explore in detail in the next section.

2. A Theonj of Unemployment Persistence
Here we develop a theory of unemployment persistence based on the
distinction between insiders and outsiders. As the example sketched at
the end of section 1 makes clear, the key assumption of such a theory is
that of the relation between employment status and insider status. We
can think of this key assumption as an assumption about membership
rules, the rules that govern the relation between employment status and
membership in the group of insiders. The possibility of persistent fluc-
tuations in employment arises because changes in employment may
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change the group's membership and thereby alter its objective function.12
First, we develop a partial equilibrium model of bargaining between a

• group of insiders and a representative firm and characterize employ-
• ment dynamics under alternative membership rules. (We use the term

"group" rather than the more natural "union" to avoid prejudging the
issue of whether the membership considerations we stress are important
only in settings where formal unions are present.) Second, we extend
the analysis to a general equilibrium setting and show how both nominal
and real shocks can have permanent effects on unemployment. Third,
we consider two issues: endogeneity of membership rules, and whether
our analysis is indeed relevant only or mostly in explicit union settings.

2.1. A MODEL OF MEMBERSHIP RULES AND
EMPLOYMENT DYNAMICS

To focus on the dynamic effects of membership rules on the decision of
the group of insiders (the "group" for short), we formalize the firm as
entirely passive, as presenting a labor demand on which the group
chooses its preferred outcome.'3 We start by characterizing employment
and wages in a one-period model. In a one-period model, initial mem-
bership is given and membership rules are obviously irrelevant. But it is
a useful intermediate step, which will allow us to contrast our later re-
sults with traditional ones that treat membership as exogenous. Through-
out, we make no attempt at generality and use convenient functional
forms and some approximations to retain analytical simplicity.

The One-Period Model The group has initial membership n0 (in loga-
rithms, as are all variables in what follows, unless otherwise mentioned).
It faces a labor demand function given by:

n = —cw + e (2.1)

where n is employment, w is the real wage and e is a random techno-
logical shock, with mean Le, uniformly distributed between [Ee —
Ee + a]. The coefficient a captures the degree of uncertainty associated

12. The issue of membership and membership rules is dearly closely related to the issue of
union size and union membership in the union literature. See Farber (1984, section 6)
for a survey. This literature has not, however, focused on the dynamic implications of
membership rules.

13. Formalizing the firm as passive allows us to concentrate on the effects of alternative
membership rules on the decisions of the group of insiders. Allowing for wage bargain-
ing between the firm and insiders as well as for some control of employment ex post by
insiders introduces additional issues which we shall discuss later.
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with labor demand. The group must decide on a wage w before it knows
the realization of e. Given w and the realization of e, the firm then
chooses labor according to the labor demand function. If n exceeds n0,
n — n0 outsiders are hired. If n is less than n0, n0 — n insiders are laid
off. The probability of being laid off is the same for all insiders.

Before specifying the objective function of the group, we can derive,
for given w and n0, the probability of being employed. The probability of
being employed for an insider is equal to 1 if n > n0. For n < n0, we
approximate the probability (which is not in logarithms) of being em-
ployed for an insider by 1 — n0 + n. This approximation will be good
as long as n is not too much smaller than n0. Under these assumptions,
the probability p of being employed is given by

p = 1 — (1/(4a)) (n0 + cw — Ee + a)2 for n0 + cw Ee — a

(2.2)

(All derivations are in the Appendix.)

If even under the worst outcome —which is e = Ee — a and thus
n = —cw + Ee — a— n is larger than n0, then the probability of em-
ployment is clearly equal to 1. Otherwise, the probability is an increasing
function of expected productivity Ee, a decreasing function of initial
membership n0, and of the wage w. It is also a decreasing function of
the degree of uncertainty a; the larger a is, the lower the probability of
being employed in bad times, while the probability remains equal to 1 in
good times.

The second step is to derive the choice of w. This requires specifying
the utility function of the group. The group maximizes the utility func-
tion of the representative group member, which we specify as

11p+bw
Utility is linear in the probability of employment and the wage. This

specification is not the most natural but it is attractive, for two reasons.
The first reason is that, as we wifi see, it implies, together with the speci-
fication of probabilities given above, that the group exhibits the stochas-.
tic equivalent of inelastic labor supply, that is, an increase in Ee is entirely
reflected in an increase in real wages and leaves the probability of em-
ployment unchanged. We have argued previously that this is a desirable
feature of any model of wage determination given the absence of major
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trends in unemployment rates over long periods of time.14 Note, how-
ever, that our assumption of stochastically inelastic labor supply is the
opposite of that used by McDonald and Solow (1981). Where they postu-
late a rigid real wage so that the labor supply curve is perfectly elastic, we
postulate perfectly inelastic labor supply. The second reason is that it is
analytically convenient.

Replacing p by its value from equation (2.2) and solving for the op-
timal wage w gives:

= (1/c) (—n + Ee + a(2(b/c) — 1))
Replacing in labor demand gives
n = n0 — a(2(b/c) — 1) + (e — Ee)

Replacing in equation (2.2) and rearranging gives the optimal
probability:

= 1 — a(blc)2

Thus the wage depends negatively on initial membership. As, by defi-
nition, E(e — Ee) = 0, whether expected employment exceeds mem-
bership depends on the sign of a(2(b/c) — 1), thus on whether b/c is less
than ½ or not. The lower b is, the more importance workers attach to
employment protection as opposed to the wage; the higher c is, the
smaller the wage reduction required to increase expected employment.
If b/c is less than ½, workers set a wage low enough to imply expected
net hirings of outsiders by the firm. Note, as we have mentioned, that
the optimal probability of being employed depends neither on the initial
membership nor on expected productivity.15

Until now, the analysis has been rather conventional—given the initial
membership, insiders choose a wage. This wage and the realization of a
disturbance determine employment. But when we go from this one-
period model to a dynamic one, there may well be a relation between
employment in this period and membership in the next. This relation
will depend on the form of membership rules. We. now examine how this
affects employment dynamics.

We first define membership rules. We can think of various membership
rules as being indexed by m. Those workers who have been working in
the firm for the last m periods belong to the group; they are insiders.
Workers who have been laid off for more than m periods lose member-
14. The assumption of stochastically inelastic labor supply maintained here is not realistic

for a single finn. It is best to think of the firm under consideration as a representative
firm, facing the same shocks as other firms.

15. Because we use a log linear approximation to define p. as defined can be negative.
But the approximation is only acceptable for p close to 1, that is, for values of a(b/c)2not
too large.
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and become outsiders. There are two extreme cases: the first is the
case where m is equal to infinity, so that the initial membership never
changes. The second is the case where m = 1 so that membership al-
ways coincides with current employment. The extreme cases highlight,
the effects of alternative membership rules; we consider them before
turnmg to the more difficult intermediate case.

THE CASE OF A CONSTANT MEMBERSHIP (m = INFINITY) Let us denote by
ñ, beginning of period i membership, and by n realized employment in
period i. In the present case, membership is equal to ñ0 forever. So, in
each period, if n exceeds ñ0, all members work; if n• is less than no, the
probability of being employed is given for each member by (approxi-
mately) 1 — n0 + n,. We assume that the one-period utility function of
a worker is given, as above, by (p1 + bw.) and that the workers' discount
factor is equal to 0. Thus the utility of a member at time zero is given by

U0 = E0 0 + bw.] where 0 is less than one.

Assume for the moment that the shocks affecting labor demand are
uncorrelated over time, or more precisely that e is independent and iden-
tically distributed, uniform on [— a, + a]. (We shall return to the case of
serially correlated shocks.) Then by the previous analysis, the prob-
ability of being employed in period i, conditional on w, is given by
(using the fact that Ee = 0),

p, = 1 forn0 + cw. —a
= 1 — (¼a)(n0 + civ. + a)2 for no + —a.

Given that employment outcomes do not affect future membership,
and given the assumption that shocks are white noise, the problem faced
by members is the same in every period, and thus its solution is the same
as that derived above:

= (1/c) (—n0 + a(2(b/c) — 1)) and
no — a(2(blc) — 1) + e, (2.3)

In response to white noise shocks, employment wifi also be white
noise. Whether employment is on average larger or smaller than mem-

16. We may also think of asymmetric rules where it takes m3 periods to acquire member-
ship, and m2 periods to lose it. We shall briefly return to their likely implications later.
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bership depends on whether (b/c) is smaller or larger than ½. If the in-
siders want strong employment protection, they wifi choose a wage so
that, on average, employment exceeds membership and the firm has a
cushion of outsiders who are laid off first in case of adverse shocks.

It is easy to see that the result that employment is white noise will con-
tinue to hold regardless of the stochastic process followed by e. As
shown above, our assumptions ensure that labor supply is stochastically
inelastic. Changes in the expected value of e affect real wages but do not
affect the level of employment. Only the deviation of e from its expected
value affects the level of employment. By the properties of rational ex-
pectations, the unexpected component of e must be serially uncorrelated.

THE CASE WHERE MEMBERSHIP EQUALS EMPLOYMENT (m = 1) We now go to
the opposite extreme, in which membership comes and goes with em-
ployment. In this case membership at time i is simply given by employ-
ment at time i — 1: = - If the group kept the same decision rule
as in equation (2.3) but applied it to ñ, rather than to n0, equation (2.3)
would become

= (1/c) (—ne - + a(2(b/c) — 1))
= n. - — a(2(bic) — 1) + e,. (2.3)'

Thus, employment would follow a random walk, with drift. Optimal
wage behavior under the assumption that membership equals beginning-
of-period employment is, however, not given by equation (2.3'). Unlike
the behavior implied by equation (2.3'), current members should recog-
nize their inability to commit future memberships to wage policies. The
subsequent policies of the group will depend on its then-current mem-
bership. This fundamentally changes the character of the maximization
problem. The group membership, when taking wage decisions today,
knows that wage decisions will be taken in the next period by a member-
ship which will in general be different from that of today. This implies in
particular that if an insider is laid off, he becomes an outsider and thus
considerably decreases his chances of keeping employment with the
firm; this presumably leads him to choose a lower wage than in the pre-
vious case, where being laid off in the present did not affect his chances
of being hired in the future.'7

17. There is another effect that works in the opposite direction. Choosing a high real wage
leads to lower expected employment, thus lower membership and higher expected real
wages in the future. This effect however turns out to be dominated by that emphasized
in the text.
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The formal solution to this problem is treated in the appendix. Even
with the simplifying assumptions we have made so far, the problem is
intractable unless we further simplify by linearizing the group's inter-
temporal objective function. Let w' be the wage around which the objec'.
tive function is linearized and let the shocks to labor demand be white
noise. The solution to the maximization problem is then

(1/c) (—n1 + a (2(b/c) (1/(1 + bOw')) — 1))
= n. — a(2(b/c) (11(1 + bOw')) — 1) + e,. (2.4)

The probability of employment for a member is a constant and is
given by

p7 = I — a[(b/c) (11(1 + bOw'))]2.

Thus, under this membership rule, employment follows a. random
walk with drift. For a given labor force, there is unemployment hystere-
sis. Uncorrelated shocks to labor demand affect current employment,
and through employment, membership and future expected employ-
ment. The drift is positive if (b/c) is less than (1 + bOw')/2, if workers
care sufficiently about the probability of employment as compared to the
wage. In such a case, although they do not care about the unemployed,
they will set the wage each period so as to have the firm hire, on average,
new employees. For a given membership, the wage is always set lower
than in the m = infinity case and thus the probability of employment is
set higher; this is because being laid off implies a loss of membership and
imposes a much larger cost than before.

This analysis can again easily be extended to the case where labor de-
mand shocks are serially correlated. The results remain the same; em-
ployment continues to follow a random walk. This is a consequence of
our maintained assumption that expected changes in labor demand have
no effect on the level of employment.

The Intermediate Case (m between I and infinity) The intermediate case,
where workers remain insiders for some time after losing their jobs and
where newly hired workers eventually but not immediately become in-
siders, raises an additional conceptual problem. There will no longer be
unanimity among insiders. Those who have already experienced some
unemployment, or those who have been working in the firm for a short
period of time, wifi be more apt to favor more cautious wage-setting poli-
cies than those. who have not. A theory of behavior in the face of conflict
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between members is beyond the scope of this article.'8 A plausible con-
jecture is that allowing for values of m between 1 and leads to wage-
setting policies that are less cautious than in the m = 1 case but more
cautious than in the m = case.

More important, rules corresponding to m between one and infinity
are likely to generate unemployment behavior such as that shown in Figs
1 and 2, namely infrequent but sustained changes in the level of unem-
ployment. Short sequences of unexpected shocks of the same sign have
little effect on membership and thus on mean employment. In the case of
adverse shocks, insiders are not laid off long enough to lose insider
status; in the case of favorable shocks, outsiders do not stay long enough
to acquire membership. But long—and infrequent—sequences of shocks
of the same sign have large effects on membership and may lead to large
effects on the mean level of employment. The length of the shock nec-
essary to cause a permanent change in employment depends on the
membership rules. In general, there is no reason for these rules to be
symmetric. The length of time after which an unemployed worker be-
comes an outsider need not equal the length of time after which a new
worker becomes an insider. Hence favorable and unfavorable shocks may
persist to differing extents.

We have derived the results of this section under very specific as-
sumptions: fixed membership rules; the firm is passive; outsiders play no
role, direct or indirect, in the negotiation process. We must return to
these assumptions. Before we do so, however, we must first show how
the model of this section can be used to generate permanent effects on
aggregate employment of both nominal and real shocks.

2.2. PERSISTENT EFFECFS OF NOMINAL AND REAL DISTURBANCES
ON UNEMPLOYMENT

We now assume that there are many firms in the economy, each dealing
with its own group of insider workers. We further assume that wages are
set in nominal terms, so that nominal disturbances can affect employ-
ment. We then characterize the effects of nominal and real disturbances
on employment and real wages.

THE DERIVED DEMAND FOR LABOR FACING EACH GROUP The economy is
composed of many firms indexed by j, each seffing a product which is an
imperfect substitute for all others, but being otherwise identical. The de-
• mand facing firm j is given by

18. Farber (1984) reviews the research on union behavior when members have different se-
niority status, and thus conflicting interests.
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k>1.
All variables are in logarithms and all constants are ignored for nota-

tional simplicity. The variables and denote the output and the nomi-
nal price charged by firm j respectively; m and p denote nominal money
and the price level. Demand for the firm's output depends on the relative
price as well as on aggregate real money balances. The restriction on k is
needed to obtain an interior maximum for profit maximization.

Each firm operates under constant returns to scale; the relation be-
tween output and employment is given by y1 = n,. If w1 iS the wage that
firm j pays its workers, constant returns and constant elasticity of the
demand for goods imply that prices are given by p1 = w1 — e, where e is
a random technological shock, which is assumed common to all firms.'9

Each firm j faces a group of insiders with the same objective function
as above, which chooses a nominal wage and lets the firm determine em-
ployment. Given the relation between and w,, we can think of each
group j as choosing w, subject to the demand function

= —k (W1 — e — p) + (m — p). (2.5)

THE CHOICE OF THE WAGE AND EMPLOYMENT We now characterize the
decisions of each group j at time zero (and for the moment we do not
introduce the time index explicitly). We assume each group to operate
under the membership rule m = 1, so that at time zero, membership in
group j is given by n.(— 1). The group now chooses a nominal rather
than a real wage, based on its expectations of the price level, Ep, nominal
money, Em, and the expected value of the technological shock, Ee,
which all enter the derived demand for labor. As we have shown earlier,
given such a demand function and its objective function, it chooses a
wage so that the expected level of employment is equal to its member-
ship plus a constant term. Again ignoring the constant, this implies

— Ee — Ep) + (Em — Ep) = n1(—1) (2.6)

which implicitly defines as a function of n(—1), Em, Ep and Ee.
19. Thus, we assume implicitly that the technological shock affects costs, but not the re-

lation between output and employment. This is the case, for example, if output is
produced with two inputs, labor and a nonlabor input, according to a Leontief tech-
nologv, and the technological shock reflects changes in the relative price in the non-
labor input. A change in productivity growth would instead affect both the relation
between output and employment, and between prices and wages. Allowing the tech-
nological shock to affect the relation between output and employment in the model is
straightforward but introduces ambiguities in the effects of supply shocks on employ-
ment which are not central to our argument.
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To solve for w1, we must solve for the value of Ep. We do so under the
• assumption of rational expectations. As all firms and groups are the

same, and are all affected by the same aggregate nominal shock, all
groups have the same membership, n,(—1) = n(—1). Furthermore, all
nominal prices are the same and equal to the price level, so that the first
term in equation (2.6) is equal to zero. Thus, from equation (2.6)

Ep = Em — n(—1)
w, = Ee + Em — n(—1)

The expected price level depends on expected nominal money and
negatively on membership. The nominal wage in turn depends posi-
tively on expected nominal money and the expected technological
shock, and negatively on membership. Replacing w1 and Ep by their val-
ues in equation (2.5) and aggregating over j gives the equation charac-
terizing the dynamic behavior of aggregate employment

n = n(—1) + (m — Em) + (e — Ee)

or, if we reintroduce the time index i,

= - + (m1 — Em1) + (e, — Ee,). (2.7)

SHOCKS, EMPLOYMENT AND WAGES From equation (2.7) only unexpected
shocks affect employment. In the case of real shocks, this comes as be-
fore from the assumption of inelastic labor supply, which implies that
each group sets wages so as to leaye employment unaffected by antici-
pated real shocks. In the case of nominal shocks, the result is the same as
in other nominal contract models (Fischer 1977) and the intuition is
straightforward. Workers set a nominal wage which, in view of expected
aggregate demand, will maintain last period's level of employment. Firms
simply mark up over this nominal wage. Unexpectedly low aggregate de-
mand leads to unexpected decreases in output and employment, with
no changes in nominal wages (by assumption) and in prices (because of
constant returns).20

These unexpected nominal and real shocks, unlike other contract
models, have, however, permanent effects on employment. This is the
result of our assumptions about membership rules. Once employment
has decreased, it remains, in the absence of other shocks, permanently at

20. As in other contracting models, staggering of wage decisions across unions would lead
to effects of even anticipated nominal shocks. See Taylor (1979).
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the lower level. A sequence of unexpected contractions in aggregate de-
mand increases equilibrium unemployment permanently. If we assumed
that m, the length of membership parameter, was greater than 1, we
would again obtain the result that while short sequences of adverse
shocks have no effect on equilibrium unemployment, a long sequence of
such shocks would increase equilibrium unemployment permanently.

While the implications for employment are straightforward, the model
implies that there is no simple relation between employment and real
wages. Consider in particular the effects of nominal shocks. By our as-
sumption of constant returns to scale and constant elasticity of demand,
they leave the markup of prices over wages unaffected. Equivalently,
they leave the real wage unaffected. Thus, a sequence of adverse nomi-
nal disturbances will decrease employment, with no effect on the real
wage. This lack of a simple relation between real wages and employment
comes from our assumptions of monopolistic competition and constant
returns, not from our assumptions about insiders and outsiders. As our
focus is on the dynamic effects of membership rules, we will not further
explore the relation between real wages and employment. But it is an im-
portant caveat to the line of research which has focused on the role of
real wages in "explaining" high European unemployment. In the model
constructed here, it is quite possible to have sustained high unemploy-
ment without high real wages. It is also possible for expansionary poli-
cies to raise employment without altering real wages.

2.3. THE ENDOGENEITY OF MEMBERSHIP RULES

We now return to the original model and examine various extensions.
We first focus on the determination of the membership rules.

We have shown that the time-series evolution of employment depends
critically on the nature of these rules. To the extent that insider status is
closely linked with employment, substantial persistence is likely to re-
sult. If membership does not change or changes relatively little when
employment changes, employment is likely to be much less persistent.

It is clear that at any given time the currently employed would find it
optimal to commit the group to maximizing their interests indefinitely,
while ignoring the welfare of those currently laid off. That is, they would
like to apply the rule m = 1 this period and m = 0o hereafter. But this
means that if the currently employed are those who decide about mem-
bership, the only time-consistent rule is m = 1, which is always the best
current-period rule for the currently employed. The issue is therefore
whether the group can precommit itself, or, more accurately, whether
the currently employed can commit the group to take care of their inter-
est in the future whether or not they are still employed by the firm.
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Achieving the m = solution is probably not feasible. But it seems
plausible that the group will be able to commit itself at least to some ex-
tent. The factor limiting the commitment will be the degree of diver-
gence between the original membership and the group of employed
workers in some subsequent period. Where the divergence is too great,
current employees will wrest control of the group from those controlling
it in the interests of some group of past workers. The extent to which
groups can commit themselves is probably greatest where demand
shocks are small so that level and composition of employment change
relatively little from period to period.

This suggests that m will depend on the distribution of the shocks. If
shocks have large variance, m may have to be close to 1 to avoid large
differences between membership and the employed. Or m may instead
be a function of the realization of the shocks. A sequence of large posi-
tive or negative unexpected shocks may lead to the takeover of the group
by the then-current employees. When a large fraction of an original
labor force is on layoff, the incentive for the workers still employed to
ignore them and thus not take the pay cut required to get them back may
be strong. This is much less likely in the face of small shocks. Changes in
the value of m associated with major shccks provide another possible ex-
planation for the coincidence of persistent and high unemployment.

Our model thus suggests two alternative explanations for the em-
pirical observation that unemployment remains at high levels for long
periods of time. First, for a given fixed value of m greater than 1 but less
than infinity, a sequence of adverse shocks will lead to a change in mem-
bership and therefore alter the level of employment permanently. Sec-
ond, in bad times currently employed workers are more likely to take
over and disenfranchise the unemployed, thus reducing the value of m
and increasing persistence. The two differ in their implications for the
process for unemployment at high levels. In the first, after the level
change, the process for unemployment will have a higher mean but 'the
same degree of persistence around the new mean as it had before. In the
second case, unemployment will not only be higher but exhibit more
persistence.

2.4. LIMITATIONS AND EXTENSIONS OF THE MODEL

In developing our analysis, we have made a number of simplifying as-
sumptions regarding functional forms and the structure of bargaining
between workers and firms. The question arises of how sensitive our re-
sults are to these assumptions. We have also carefully avoided using the
term "union" to refer to the group of insiders. But it is clear that "union"
would often have sounded more appropriate and the issue arises of
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whether our analysis is actually relevant in nonunion contexts. We now
discuss these issues informally.

OTHER BARGAINING STRUCTURES It is well known that even in a one-
period model, it is in general inefficient to let the firm choose employ-
ment unilaterally, given the wage (see, for example, Oswald (1985)). In
our multiperiod model the assumption that the firm chooses employ-
ment according to its short-run profit maximizing labor demand is even
more questionable. Even if bargaining takes the form of the union set-
ting a wage and allowing the firm to control the level of employment,
firms will not choose to operate on their short-run labor demand curves.
Through its employment decision, the firm can affect future member-
ship (unless m = cx)). By employing more workers in this period, it can
increase membership in the next period and thus lower the expected cost
of labor. This will lead the firm to choose a level of employment higher
than that implied by short-run profit maximization. We suspect that
taking account of this consideration would not substantially alter our
analysis of employment dynamics. Rather, it would simply shift each pe-
riod's labor demand curve outward.

Another important possibility would be for the firm to introduce two-
tier systems, where newly hired workers get lower wages than those
hired previously. Under such systems, insiders should have no reluc-
tance to let firms hire more workers, and employment should increase
until new workers are paid their reservation wage. The general reluc-
tance of unions to accept such arrangements, especially in Europe, sug-
gests that a central issue is that of what happens over time to those hired
at lower wages. Unions do not encourage two-tier arrangements at least
partly because of the fear that second-tier workers will come to control
the wage-setting process. Indeed, the rarity of two-tier arrangements
is strong evidence for the relevance of the membership considerations
stressed here. Without some such consideration, it is difficult to see why
unions do not always favor such systems as a way of maximizing the
rents that they can capture.

Going back to the setting of the wage, if we allow the wage not to be
set unilaterally by the insiders but to be determined by bargaining be-
tween insiders and the firm, wages will depend both on the utility of
insiders and on the present discounted value of profits to the firm. Profit
is a decreasing function of the wage. Thus, the larger the weight of the
firm in bargaining, the lower the wage, and thus the higher the average
level of employment. The implications for employment persistence de-
pend on the weight of the firm in bargaining when the wage is far from
the reservation level of workers. If thefirm is relatively more powerful



BLANCHARD & SUMMERS

when the wage is much above the reservation wage, then the wage will
tend to decrease when it is high, employment will tend to return to a
higher level. Whether or not this happens depends on the structure of
bargaining between insiders and the firm.

The specific utility function we have used for insiders is also iinpor-
tant for our results. Its main implication, which we have argued is a de-
sirable one, is that the probability of employment chosen by the group is
invariant to the size of the group of insiders, or to the level of productiv-
ity. If instead an increase in membership, given productivity, led the
group to choose both a lower wage and a lower probability of employ-
ment—which we can think of as the stochastic equivalent of elastic labor
supply—employment would depend on both the anticipated and unan-
ticipated components of productivity and may show less persistence.
Even under the rule m = 1, an unanticipated increase in employment
would, if the increase in productivity was temporary, lead to the choice
of a lower wage and a lower probability of employment in the following
period, implying an expected return to the initial level of employment
over time. The same effects would also arise if, as unemployment be-
came larger and being unemployed became more costly, the group chose
a higher probability of employment, leading to an expected increase in
employment over time.

Groups or Unions? Is our analysis still relevant when workers are not
formally organized in unions, when, for example, wages are simply set
unilaterally by the firm?

The work of Lindbeck and Snower (1985) suggests that even in the
absence of formal unions current workers have some leverage vis a vis
firms. And Slichter (1950) provides confirming empirical evidence sug-
gesting that even before unions were economically important, wages
tended to be high in industries with relatively inelastic labor demand.

In many nonunion settings, current incumbent workers and prospec-
tive workers cannot be regarded symmetrically. The requirement of co-
operation among workers and the collective knowledge possessed by
incumbent workers make their position very different from that of pro-
spective new workers. This leads us to suspect that the membership con-
siderations we have stressed are at least somewhat applicable even in
nonunion contexts. The potential applicability of our analysis to non-
union settings may be argued informally as follows, Imagine a firm fac-
ing a collection of insider workers. The firm must choose a wage and an
employment level. It cannot credibly threaten to lay off all its workers
and replace them, except at very high cost, because of the specialized
expertise of its labor force. On the other hand, the firm cannot credibly
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threaten to replace workers individually with lower-wage workers be-
cause the remainder of the labor force wifi not tolerate the hiring of
"scabs." Under these conditions, wages and expected employment will
be set in some way so as to divide the surplus resulting from a continued
relationship between workers and firms. Workers will in general be able
to extract some surplus even when they are unorganized. If firms make
an "inadequate" wage offer, the workers can refuse to work As long as
workers have specific capital, it will be preferable for management to
make another higher offer rather than lay the worker off.

If agreements are renegotiated only periodically and finns are permit-
ted to vary employment in the interim, shocks will in general influence
the level of employment. Even without a formal model of the bargaining
process between workers and firms, it seems reasonable to expect that a
reduction in the number of incumbent workers will lead to the setting of
a higher wage and a lower level of expected employment. Thus persis-
tence in employment, though not necessarily as much as with unions,
may result even in that case. This also may help explain what goes on in
the nonunion sector of economies with large unions.

This argument is clearly tentative. But we conclude from it that, while
the effects we have described are more likely to be present when there
are explicit unions, they may also arise in settings in which insider-
outsider considerations are important.

The Presence of a Nonunion Sector Finally, we consider how our conclu-
sions must be modified if part of the labor market is neither unionized
nor subject to insider-outsider considerations.

The simplest analysis of a setting with a competitive sector would
hold that there was no involuntary unemployment. Wages in the non-
union sector would fall to the point where all those workers ejected from
the union sector could find employment.2' There are at least three rea-
Sons why even granting the existence of a competitive sector, this analy-
sis is suspect. First, competitive firms may be reluctant to lower wages
because of the fear of being unionized after they have alienated their cur-
rent labor force. Second, unemployment benefits may be high enough so
that the market-clearing wage in the nonunion sector is below some
workers' reservation wage. In one sense their unemployment is volun-
tary since jobs are available. In another sense the unemployment is invol-
untary since the unemployed may envy workers with the same skill in
the union sector. The general consideration is that when there are wage
21. There is some evidence that this has actually occurred in Britain. Despite the legal

changes which have decreased the legal power of unions in the last decade, the size of
the union wage differential appears to have risen sharply in recent years.
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differentials across jobs, the concept of involuntary unemployment be-
comes elusive (see Bulow and Summers (1985) for an elaboration of that
theme). Third, unemployment may occur even with a competitive sector
if remaining unemployed is in some sense useful—or thought to be use-
ful by workers—in getting a union job. This may occur if substantial
search effort or queuing is required, or alternatively, if accepting a low-
quality job sends a bad signal to employers. This unemployment is re-
lated to that of Harris and Todaro (1970) where workers must migrate to
urban areas to have a chance at high-wage urban jobs.

There is a more fundamental point regarding the inability of a non-
union sector to prevent unemployment. As Weitzman (1982) persua-
sively argues, there are strong reasons to believe that most economic
activity involves fixed costs and monopolistic competition. Imagine a
monopolistically competitive economy with fixed costs of production
and constant marginal costs where there is initially no involuntary un-
employment. Suppose that an adverse demand shock reduces the de-
mand for goods in this economy but that nominal wages remain constant
in all existing firms. Then employment and output will fall as will the
profitability of existing firms. Will it pay new firms to enter the market
and hire the unemployed at low wages? It may not, because unlike in-
cumbent firms, new firms must cover fixed as well as variable costs. Par-
ticularly in settings where labor costs do not represent a large fraction of
sales, entry may not be able to ensure the employment of the unem-

These considerations may enhance the power of unions because
they reduce the incentive to start up new nonunion firms.

3. Empirical Evidence on Hysteresis Theories
Having developed a formal theory of hysteresis, we now examine
whether the model is consistent with the observed patterns of persis-
tently increasing unemployment in Europe and whether it can illuminate
the very different behavior of unemployment in Europe and the United
States in the recent past. We start by giving direct, institutional evidence
on the strength of unions in Europe. We then estimate wage and employ-
ment equations implied by our model, for both Europe and the United
States. We finally examine patterns of labor market turnover, in the
United Kingdom and the United States.

22. Consider a simple example. Suppose restaurant wages were rigid, and a big decline in
the demand for restaurant meals took place so there were unemployed chefs. Would it
pay to open a new restaurant with a low-paid chef? Probably not if fixed costs were
high. These considerations may have something to do with why in bad times employ-
ment growth may be concentrated in small establishments.
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3.1. THE ROLE OF UNIONS IN EUROPE

The Size of the Union Sector Our model suggests that, even if hysteresis
may arise in nonunion contexts, it is probably the more likely to arise the
stronger and the larger the union sector. Thus, we start by reviewing
the role of unions in Europe. As before, we limit our investigation to the
United Kingdom, France and

Membership figures indicate a union density of approximately 45 per-
cent for the United Kingdom, 20 percent in France, and 38 percent
for Germany. But these figures give very limited information as to the
strength of unions. A better indicator is union coverage, that is, the pro-
portion of workers covered by some form of collective bargaining. For
the United Kingdom, coverage is approximately 70 percent for manual
workers, and 55 percent for nonmanual workers. For France and Ger-
many, the proportion of all workers exceeds 80 percent. But even cover-
age numbers are misleading. To understand why, one must have some
institutional background.

On the surface, the three countries appear to be very different. In
France there are three main national unions. In Germany, there are only
industry unions. In the United Kingdom, there is a maze of craft and
industry unions. But the structure of bargaining is in fact quite similar
and can be described as follows: in all three countries, most of the formal
bargaining is done at the industry level. But in all three countries, wages
are determined mostly at the company or plant level.

In the United Kingdom, industry bargaining sets rates, which are usu-
ally floors that have little effect on actual wages. Until the Employment
Act of 1980, there was scope for extension, that is, for provisions to ex-
tend the terms of the agreement to the whole sector. These provisions
were eliminated in 1980. In the last twenty years, there has been an in-
crease in the amount of bargaining, both formal and informal, at the
plant level, between shop stewards and employers. Given that plant!
company bargaining is the really important level of bargaining, it is rele-
vant to look at how many workers are covered by industry and/or plant/
company level bargaining. In 1978, the number of workers covered by at
least a company agreement was 33 percent for all industries and 47.7
percent for manufacturing. Given the importance of informal bargain-
ing, these figures understate the importance of unions in setting wages.

In France, the "Conventions collectives," which are usually but not al-
ways at the industry level, form most of the formal bargaining. These
23. Given that this article is written primarily for an American audience, we do not review

the role of unions in the United States in any detail. As will be clear from our descrip-
tion of Europe, unions in the United States play a much more limited role than they do
in Europe.
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agreements are signed between a "representative" union and a "repre-
sentative" employer and apply even if not all unions sign it (which is
frequently the case). Subject to some minor conditions, they can be ex-
tended to all firms in the industry, by decision of the Minister of Labor.
As in the United Kingdom, however, the importance of industry agree-
ments with respect to wages should not be exaggerated. They usually set
floors, that do not appear, either directly or -indirectly, to have a large
effect on actual wages. As in the United Kingdom, a growing portion of
the bargaining takes place at the company level, although often in hap-
hazard fashion. Until 1982, wages were largely determined unilaterally
by firms, or in response to complaints of union representatives in the
plant, with little bargaining or even consultation; local strikes were a
standard instrument used by unions to achieve a better deal. Since 1982,
there has been a change in the law (Lois Auroux) which requires annual
bargaining at the company level on pay and other matters. The result has
been a drastic increase in the number of company-level agreements.

In Germany, most of the formal bargaining takes place at the industry
level. Agreements can be extended—either to firms in the same industry
or to nonunion workers in firms which sign the agreements—by the
state or federal Minister of Labor if (1) half of the employees of the sector
are employed by firms which have signed the agreement and (2) exten-
sioñ is approved by both unions and employers who have signed.24 But
as in the other two countries, bargaining is increasingly taking place at
the company level and there is general agreement that pay is very largely
determined at the company level.

To conclude, it is give an exact estimate of the "union sec-
tor" in these countries. To the extent that much bargaining over wages in
fact takes place at the company level, union coverage numbers, which
are based on both company and industry-level bargaining, probably
overstate the number of workers for whom the wage is determined as a
result of bargaining between unions and employers. Even with this ad-
justment, the size of the union sector still remains high, much higher
than in the United States. Also, if we believe that the more disaggregated
the level of bargaining the less likely it is to take into account the inter-
ests of the unemployed as a whole, then these countries are good candi-
dates for hysteresis in the union -

24. Actual extensions are rare but the threat of extension is considered to be very effective
in making all firms respect the content of these agreements.

25. In future research, it would be valuable to study Japanese labor-market institutions
with a view to evaluating the theories of persistent unemployment put forward here.
There are a number of similarities between Japanese and European institutions, includ-
ing the importance of company-level bargaining. There may however be important dif-
ferences as well, particularly in the attitude of Japanese unions toward outsiders.
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An alternative approach is to ask the question, can a firm be non-
union? can a firm become nonunion? In the United Kingdom, the an-
swer is yes: a firm can be or can become nonunion. Nothing in the law
prevents it. There are some well-known examples of nonunion firms,
most often subsidiaries of U.S. companies. There are very few examples
of firms going nonunion.26 In France and Germany, extension agree-
ments put some constraints on firms in a given sector. There are non-
union firms in both countries; in France, these are nearly exclusively
small firms. In France, furthermore, various requirements are imposed
on firms with more than 50 employees. In particular they must allow for
the presence of délégues du personnel who are union representatives within
the firm. All national unions have a right to be represented. Since 1978,
firms must also allow for the presence of a section syndicale d'entreprise,
for the presence of the union inside the firm. Together, these facts sug-
gest that it is difficult to be or become nonunion in these countries.

Finally, there is the question of how different the nonunion sector is
from the union sector. A study by Kaufman (1984) of the competitive
sector in the United Kingdom finds relatively little difference in wage be-
havior across the two sectors. Together with the arguments given previ-
ously, this suggests that the size of the formal union sector may not be
a major determinant of the extent of hysteresis. We shall return to this
question in the next section.

Membership Rules Membership rules determining who the union repre-
sents at any particular time play an important role in our analysis. The
empirical evidence on actual membership rules is fairly clear. Workers
have the right to join unions if they want to. Workers who are laid off can
remain in the union, although they often lose the right to vote; this may
happen either because of formal restrictions, or because voting takes
place inside the plant. But this tells us little about the question of in
whose, interest the union actually acts. A study of the unemployed and
the unions in the United Kingdom (Barker et a!. 1984) gives some infor-
mation. It finds that, while laid-off workers are officially encouraged to
remain in the union and have their union fees waived, they do not, for
the most part, see reasons to stay in the union.27 This provides support
for the idea that the union cares mostly about the currently employed.

26. Two recent cases have been those of British Petroleum which has gone nonunion for
some of its shipping operations, and that of Robert Murdoch who has in effect gone to
a more accommodating union.

27. The reason unions encourage the unemployed to remain in the union appears to be
due in part to their desire to increase membership figures, and through these, their role
in the national union movement.
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3.2. WAGE AND EMPLOYMENT EQUATIONS

Theory We now derive, and then estimate later, the wage and employ-
ment equations associated with an expanded version of the model of the
previous section. There are two extensions. First we allow for a dynamic
specification of labor demand; the reason for introducing it will be clear
below. Second, we specify explicitly an alternative hypothesis to that of
hysteresis.

We thus specify labor demand as

n=sn_1—(1—s)b(w—p)+e. (3.1)

Following the analysis of the previous section, we assume that the
union acts to set expected employment according to the relation

En = (1 — a)n* + an_1. (3.2)

The case where a = 1 corresponds to the case where m = 1 in the
preceding section and there is hysteresis; the case where a = 0 corre-
sponds to the case where the union's policy is independent of history
and so there is no hysteresis. Clearly, intermediate outcomes are also

Finally, let the wage which satisfies equations (3.1) and (3.2) be de-
noted by w'. We assume the actual wage to be given by

w=w*+u,
where the disturbance term u is assumed to be white, uncorrelated with

and reflecting factors outside the model. Combining this assump-
tion with equations (3.1) and (3.2) yields a wage and an employment
equation:

w = Ep + (1/b(1 — s))
x [—(1 — a)n* + (s — a)n_1 + Eel + u, (3.3)

n = (1 — a)n* + an_1
+[e—Ee+(1—s)b(p—Ep—u)]. (3.4)

28. Allowing labor demand to depend on current and expected real wages, as it should
under costs of adjustment. would complicate our task here. John Kertnan takes up this
issue in his comments on our paper.

29. Note that a between 0 and 1 does not correspond exactly to m between 1 and infinity.
As we have argued before, m between 1 and leads to a more complex nonlinear
specification.



European Unemployment 49

The wage equation holds that the wage of the union is a decreasing
function of When the union is larger, it is more cautious in setting
wages. The impact of is ambiguous. A larger value of n.1 raises the
size of the group in whose interest the union is maximizing wages but it
also increases labor demand.

The employment equation, on the other hand, implies that employ-
ment follows a first-order process. The degree of persistence depends
only on a, not at all on s. Unexpected movements in employment are due
to price and productivity surprises, and deviations of wages from target.
Equation (3.4) can be estimated by ordinary least-squares (OLS). This is,
however, not the case for equation (3.3): expected productivity is likely
to be correlated with past productivity and thus with past employment.
Therefore we now derive the reduced-form wage equation. To do so re-
quires an assumption about the process followed by e: we assume that e
follows a random walk.3° Lagging equation (3.1) and substituting it in
equation (3.4) yields

w — = k + (Ep — P-i) + (1/b(1 — s))
x [(1 + s — a)n_1 — s n_2] + u, (3.5)

where k — (1/b(1 — s)) (1 — a)n*.
This equation can be estimated by OLS. It gives the rate of wage infla-

tion as a function of expected price inflation, and employment lagged
once and twice. It is worth examining further.

Consider first the case where there are no costs of adjustment in labor
demand. In this case the equation gives a relation between expected real-
wage growth and lagged employment only. If a = 1, then expected wage
growth does not depend on employment but if a < 1, it does. After an
unexpected decline in productivity, which leads to lower employment,
the remaining workers accept a cut in real wages only to the extent that
they care about the workers who have been laid off.

If there are costs of adjustment to employment, then expected real-
wage growth depends on employment lagged both once and twice. If
a = 0, then the ratio of employment lagged twice to employment lagged

30. This is a plausible and convenient assumption. Suppose we assumed instead that pro-
ductivity was the sum of a linear function of observable variables and a stationary or
borderline stationary process, say an AR(1) process with coefficient p. The wage equa-
tion would then differ from that in the text in several ways. One would be the presence
of lagged real wages, with coefficient p — 1. Another would be the presence of the p
first differences of the observable variables affecting productivity. We have explored
these more general specifications empirically for the United Kingdom and found our
simple wage equation not to be misleading.
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once cannot exceed ½ (in absolute value). But as a increases, the ratio
tends to I. If a = 1, the ratio equals unity, that is, expected real-wage
growth depends on the change rather than on the level of employment.

Note that we cannot identify a and s separately from estimation of the
wage equation. But a must be positive if we find the ratio described
above to be larger than ½. Furthermore, a can be directly obtained from
the employment equation.

While we have derived the wage equation (3.5) from a rather specific
theory of union behavior, it can be motivated in other ways. Following
the logic of the monopolistic competitive model (see the preceding sec-
tion) just as we have followed the logic of the competitive model, gives
rise to an equation for wage inflation paralleling equation (3.5). Much
more generally, equation (3.5) is very close to a standard Phillips curve
which allows for a rate-of-change effect, a la Lipsey. The only real differ-
ence is the presence of employment rather than unemployment on the
right-hand side. We now turn to estimation of the wage and employment
equations.

Results The results of estimation of the wage equations for the United
Kingdom, France, Germany, and the United States, for the period 1953
to 1984 are reported in tables 4 and 5.

In table 4a, four alternative specifications of the wage equation are es-
timated for each country. Because the appropriate timing is unclear with
annual data, we estimate the equations using alternatively contempo-
raneous and once-lagged employment, and once- and twice-lagged em-
ployment.31 We also estimate each equation with and without a time

31. Because our wage data refer to manufacturing wages, we use manufacturing employ-
ment as the employment variable in the results reported here. Very similar results were
obtained using total employment.

Table4b WAGE EQUATION RESIDUALS, 1953-1984

Year Germany
United

Kingdom - France
United
States

1980 • —1.91 1.7 1.6 —1.2
1981 — .32 —4.1 1.4 — .8

1982 —.75 3.9 —.0 —.1
1983 .57 —2.7 .1 —.9
1984 —.44

= 1.87
1.1

= 3.2
—1.5

o = 3.9
.3

o = 1.5

Residuals from equations 3, 5, 11 and 15 in table 4a.
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trend. Many researchers have captured the shift of the Phillips curve by
a time trend, that is, by an increase over time unrelated to the history of
unemployment and it is interesting to see what happens to our speci-
fication when a time trend is allowed. This gives us the four alternative
specifications. Finally, we use for expected inflation the forecast of infla-
tion obtained from estimation of an AR(1) process for inflation over the
sample period and constrain the coefficient on expected inflation (which
is therefore equal to a constant plus a scalar times lagged inflation) to
equal unity.

In table 5, we perform the same set of estimations, but using un-
employment rather than employment as a right-hand-side variable. We
do this because unemployment is the variable used in standard Phillips
curve specifications. Some theories of hysteresis such as the idea that the
long-term unemployed exert less pressure on wages than those recently
laid off also suggest that unemployment is more appropriate than em-
ployment in the Phillips curve.

Tables 6 and 7 give the results of estimation of the employment and
unemployment processes for each country for the period 1953 to 1984.
Here again, while our theory has implications only for employment, we
think it is useful to report results for unemployment as well.

The results are fairly clear-cut and indicate that there are substantial
differences between the European countries and the United States. Start-
ing with the wage equations, one can draw the following condusions:

1. Virtually all specifications for Germany, France, and the United
Kingdom in tables 4 and 5 suggest a substantial degree of hysteresis.

Let us denote by Z the absolute value of the ratio of the coefficient on
lagged employment/unemployment to the coefficient on contempora-
neous employment/unemployment (or of the coefficient on employ-
mentIunemployment lagged twice to the coefficient on employment/
unemployment lagged once as the case may be). As we have seen, under
strict hysteresis (a 1) this ratio should be equal to unity. Z is indeed
close to unity for nearly all specifications; jt is not

a by the of employment versus unemploy-
ment. There is little difference across countries: Z is higher in the United
Kingdom, sometimes exceeding unity. It is closer on average to 0.85 for
Germany and France.32

32. All these findings are quite robust. The value of z is substantively the same if, following
the argument of footnote 30, the lagged real wage, current and lagged values of the
capital-labor ratio, the price of oil, and a proxy for productivity growth (when avail-
able) are added to the regressions. The results are also robust to changes in the coeffi-
cient on lagged inflation, say within 0.2 of the values used in the table.
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In most cases, the time trend contributes little. If the increase in un-
employment was an autonomous increase in the natural rate over time,
the coefficient on the time trend should be positive. It is in most cases
insignificant and often negative. There are, however, two exceptions, for
France and the United Kingdom when unemployment—rather than em-
ployment—is used as the right-hand-side variable. In both cases, the
time trend is positive and significant and explains a large portion of the
increase in nominal wages at given inflation and unemployment rates; in
both cases, however, even when the time trend is allowed for, lagged un-
employment still enters positively and the hysteresis ratio remains high.

Another way in which an autonomous but stochastic shift could mani-
fest itself would be by the presence of high serial correlation in the esti-
mated Phillips curve. Estimated serial correlation is, however, low in all
cases.

A final piece of evidence is given in table 4b which reports the re-
siduals associated with the best-fitting equations from table 4a, not in-

Table 6 EMPLOYMENT PROCESSES, 1953—1984

Country p 0 a x 100 R2

Germany
.76

(22.3)
.86

(26.7)

1.00
(5.3)

.78
(3.9)

—
—

—1.9 x 10-2
(.0)

.96

.97

United Kingdom
1.07

(23.3)
.95

(16.3)

.54
(2.6)

.41
(2.0)

—
—
—.20

(—3.8)

.96

.94

France .

-

.94
(19.5)

1.08

.81
(3.0)

.48

—
—
—.13

.94

.94
(19.5) (2.5) (—4.0) .

United States .

.82
(7.5)

.34
(1.5)

.07
(.3)
.46

(1.6)

—
—

.40
(2.5)

.72

.77

Results of estimation of:
logE = plogE(—1) + a(TIME) + C + Oe(—l)
E : manufacturing employment.
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duding a time trend, for each country, for 1980 to 1984. There is little
evidence of significant prediction errors in recent years. This is in sharp
contrast to the performance of wage equations which do not allow
lagged employment to enter.

2. In contrast to the results for Europe, the results for the United States
provide evidence of much less hysteresis. There is evidence of a signifi-
cant effect of either lagged employment or lagged unempldyment. But,
with the exception of one specification using employment, the value of z
for the United States is smaller than for Europe, being in most cases
around 0.5. There is also no evidence in favor of a time trend in the wage
equation.

3. A comparison of the results of estimation in tables 4 and 5 does not
give a dear answer as to whether employment or unemployment belongs
in the wage equation. Using R2's gives a draw, with employment doing
better for France, unemployment doing better for the United Kingdom.
Regressions, including current and lagged values of both unemploy-

Table 7 UNEMPLOYMENT PROCESSES, 1953— 1984

Results of estimafion of
U = pU(—1) + a(TIME) + s + 6e(—1)
U: standardized unemployment

Country p 0 cxxlOO R2

Germany
.92

(14.8)
.94

(17.5)

.65
(3.4)

.39
(1.9)

—
—

.06
(5.0)

.91

.93

United Kingdom
1.02

(20.9)
.81

(9.9)

.77
(3.9)

.82
(3.9)

—
—

.09
(3.5)

.95

.96

France
1.12

(32.7)
1.04

(18.2)

—.06
(-.3)
—.22

(—1.1)

—
—

.02
(1.4)

.97

.97

United States
.72

(4.5)
.36

(1.4)

.06
(.2)
.31

(.9)

—
—

.07
(1.9)

.58

.63
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ment and employment (or equivalently, employment and the labor force)
give the same ambiguous answer, with the labor force being significant
in the United Kingdom, but not in France or Germany. We see the U.K.
results, however, as presenting a problem for our model.

The employment and unemployment equations reported in tables 6
and 7 confirm to a large extent the condusions from the wage equations.
Both unemployment and employment are more persistent in Europe than
in the United States. In particular, the process generating unemployment
appears nonstationary in all three European countries, whether or not a
time trend is included in the regressions. The U.S. process is stationary.
The data, however, strongly suggest that an ARMA(1,1), rather than the
AR(1) process implied by our theory, is needed to fit the employment
and unemployment processes of all four countries. This may reflect a
difference between the length of a period in the model and the annual
frequency of observation used in the estimation.

3.3. PATTERNS OF LABOR MARKET TURNOVER

A central element in our theory of hysteresis is the lack of concern of
employed workers for the unemployed. It is the fear of job loss for cur-
rent workers and not the outstanding labor-market pooi that restrains
wage demands. Indeed the formal model explains why firms hire at all
only by assuming that wages which are set low enough to insure the jobs
of current workers will sometimes make it profitable for firms to hire
new workers. While this is clearly an oversimplification, the point re-
mains that insider-outsider or union models of the type we have con-
sidered are really theories of why the unemployed are not hired, not
theories of why layoffs take place. This suggests the utility of looking at
data on labor-market turnover. A finding of high turnover with many
workers having short spells of unemployment and then being rehired
would tend to cast doubt on the relevance of insider-outsider formula-
tions, while a finding that the rate of flow into and out of employment
was relatively low but that the unemployed remained out of work for a
very long time would tend to support these theories.

Table 8 presents some evidence on the rate of flow into unemployment
in the United States and the United Kingdom over the past decade. The
flow is measured as the number of persons becoming unemployed over a
three-month period. For the United States, this is estimated as the num-
ber of unemployed reporting durations of less than fourteen weeks. For
Britain it is the number of unemployment registrants over a three-month
period.

Two conclusions emerge dearly. First, despite the much higher rate
of unemployment in the United Kingdom than in the United States,



European Unemployment 59

the rate of flow into unemployment is actually lower in the United King-
dom. The implication is that the unemployment problem is not one of an
excessive rate of job loss but of an insufficient rate of hiring of the unem-
ployed. The second striking feature is that the rate of flow into un-
employment in Britain has increased surprisingly little as unemployment
has soared. Between 1970 and 1984 when the rate of unemployment in
Britain rose more than 300 percent, the rate of flow into unemployment
has risen by only about 75 percent. This pattern of rising unemployment
with only a modest increase in the rate of inflow appears more pro-
nounced in British than in American labor markets. In the United States,
the inflow rate has accounted for a significant part of the increase in un-
employment during recession periods. For example, between 1979 and
1982, unemployment increased by 67 percent and the inflow rate rose by
44 percent.

The OECD (1985) summarizes the fragmentary information available
on labor market turnover for other European nations. The data in general
parallel our findings for the United Kingdom—suggesting relatively
modest increases in the rate of flow into unemployment starting from a
very low base. They do, however, suggest that the composition of the

Table 8 PATTERNS OF INFLOW TO UNEMPLOYMENT

United States Great Britain
Number unemployed Quarterly inflow

less than 14 weeks as percent
Year as percent of employment of employment*

1970 4.4 3.3
1971 4.8 3.6
1972 4.5 3.6
1973 4.2 2.9
1974 4.8 3.2
1975 6.3 4.2
1976 5.7 4.9
1977 5.5 4.7
1978 5.0 4.5
1979 5.0 4.2
1980 5.8 4.9
1981 6.0 5.2
1982 7.2 5.5
1983 6.5 5.6
1984 5.5

* Average of quarterly values.
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newly unemployed has changed over time as the unemployment rate has
• increased. Lay-off rates have increased while quit rates have declined.

Given the magnitude of the increases in European unemployment
rates and the relatively small increases in flow rates, it is inevitable that
unemployment durations have increased substantially. Table 9 presents
some information pn the increasing importance of long-term unemploy-
ment in Europe. Along with information on the average duration of un-
employment, it presents estimates of the fraction of all unemployment
due to persons whose total length of unemployment exceeds various
threshold lengths.n The data demonstrate that at the same level of un-
employment, long-term unemployment is much more important in
Europe than in the United States. In 1980, when the American unem-
ployment rate was 7.2 percent, only an estimated 15 percent of all unem-
ployment was due to persons out of work for more than a year. The
corresponding percentages were 74 percent, 59 percent and 75 percent
in the United Kingdom, Germany, and France even though the un-
employment rates were lower. The data also show that long-term unem-
ployment has increased in importance as overall unemployment rates
have risen in Europe. Indeed, the increase in duration of unemployment
is almost proportional to the increase in unemployment.

Summary We have shown that unions play an important role in Europe
and that the behavior of European unemployment is consistent with our
hypothesis about hysteresis. It is obviously tempting to conclude that
unions are at the root of the European problem; but the temptation must
be strongly resisted. First, even if unions create hysteresis, they only
create a channel for persistence, which implies that both favorable and
adverse shocks will both have long-lasting effects. The sequence of un-
favorable shocks, at least some of which are the consequence of policy,
may equally well be said to be the cause of persistent high unemploy-
ment. Second; it is yet unclear whether the cause of hysteresis in Europe
is unions or the sequence of adverse shocks which has caused high un-
employment.

4. Is Eurosclerosis Really the Problem?
We have seen that our model of persistent unemployment may explain
important aspects of the current European depression and the very dif-

• 33; The motivation for calculations of this type is laid out in Clark and Summers (1979). In
performing the calculations, we have assumed that the exit rate from unemployment is
not duration-dependent. If, more realistically, we allowed for it to decline, the esti-
mated concentration of unemployment in long spells would show up even more dearly.
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ferent behavior of European and American labor markets. The evidence
presented so far leaves open a crucial question, however. Is the presence
of hysteresis in European unemployment a consequence of the heavily
regulated and unionized character of European labor markets? Alterna-
tively, is hysteresis the result of a sequence of adverse shocks to em-
ployment? The case that major structural reforms are needed if full
employment in Europe is to be restored depends on an affirmative
answer to the first question, while the case for expansionary macro-
economic policies is more compelling if the second question can be given
a positive answer.

Deciding whether the source of hysteresis lies ultimately in European
institutions or in the sequence of adverse shocks that have buffeted Eu-
ropean economies requires comparisons of the current situation with
situations where only one of these elements is present. Comparison
with the United States at present cannot resolve the issue because the
American economy lacks institutions like those in Europe and has not
suffered a sequence of contractionary aggregate demand shocks like
those experienced by Europe in the 1980s. But we are able to make two
comparisons that can shed some light on the sources of hysteresis. The
first is a comparison of the behavior of European labor markets in the
recent period with their behavior over the 1953—1968 period. Broadly
speaking, labor market institutions were similar in the two periods but
the pattern of shocks was very The second comparison is be-
tween the current European depression and the U.S. Great Depression of
the 1930s. At the time of the U.S. Depression, unions were weak and so-
cial programs and labor-market regulations were a small factor. The U.S.
Depression may also shed light on the role of expansionary policies in
alleviating persistent high unemployment. We consider these compari-
Sons in turn.

4.1. EUROPEAN LABOR MARKETS BEFORE THE CURRENT DEPRESSION

We have examined the persistence of unemployment and the behavior of
wages in Europe over the past thirty-five years. This long interval con-
tains the current depression period and the period of unparalleled
growth of the 1950s and 1960s. We now examine the extent to which hys-
teresis is a product of bad times by considering labor-market behavior
separately over each of the two periods. Table 10 presents estimates of
the stochastic process followed by unemployment separately for the

34. Some of the institutional rigidities of European labor markets date, however, from so-
cial policies introduced in the 1960s and 1970s.
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1952—1968 and 1969—1984 periods.35 The degree of persistence in un-
employment in Europe is much higher in the latter period. Similar but
somewhat less dramatic results are obtained using employment rather
than unemployment figures. For the earlier period, unemployment ap-
peared to have been more persistent in the United States than in the
United Kingdom or France. These results tend to suggest that hysteresis
is a feature of bad times rather than a consequence of the structure of
European labor markets.

Table 11 presents estimates of wage-change equations paralleling those
reported in table 5, but using annual data for the 1953—1967 period.
Taken together, the results suggest somewhat less hysteresis in the
1953—1967 period than over the whole sample period, with the differ-
ence being pronounced in the United Kingdom where the ratio Z, which

35. It is dear that with such short samples, and such a drastic increase in unemployment in
the second subsample, estimation cannot be very precise.

Table 10 THE PERSISTENCE OF UNEMPLOYMENT IN GOOD AND
BAD TIMES

Country p 0 SE regression

France
1952—1968 .41

(1.1)
.81

(1.8)
.3

1968—1984 1.11
(5.0)

—.48
(1.4)

.4

Germany
1952—1968 .86

(12.3)
.22

(.9)
.5

1968—1984 1.07
(5.1)

.51
(1.4)

.8

United Kingdom
1952—1968 .01

(.0)
.97

(2.5)
.5

1968—1984 1.0
(27.6)

.99
(3.8)

.9

United States
1952—1968 .75

(1.6)
—.37

(—.7)
1.0

1968—1984 .59
(1.7)

.50
(1.1) •

1.1

The results represent estimates of an ARMA (1,1) process for the unemployment rate.
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was close to 1 for the full sample is now close to 0.5. However, the results
for the 1953—1967 period, like those for the entire period, suggest a
greater degree of hysteresis in Europe than in the United States. The fact
that persistence is present in the earlier period in Europe to a greater de-
gree than in the United States but becomes increasingly important as the
unemployment rate increases makes it difficult to draw any firm condu-
sion about its causes.

On balance, evidence on the changing behavior of European labor
markets suggests that bad times as well as unions account for findings of
hysteresis. But this evidence is not sufficiently powerful to permit a
judgment about their relative importance.

4.2. A TALE OF TWO DEPRESSIONS

Salient features of many discussions of the current European depression
include pessimistic forecasts that unemployment will never return to
earlier levels, concern that reduced investment and lower capital stocks
have made it impossible to employ the entire labor force, and fears that
expansionary policies will lead directly into inflatiQn with little or no
favorable impact on output or employment. These pessimistic views are
premised on the conviction that structural problems are central to high
unemployment in Europe, and that the causes of persistent high un-
employment go beyond a sequence of adverse shocks. Yet the American
depression of the 1930s was ended by the expansion in aggregate de-
mand associated with rearmament. Unemployment recovered to pre-
Depression. levels. Recovery was not inhibited by an insufficient capital
stock or by the overly rapid adjustment of wages and prices. Are this
experience and the current European experience sufficiently comparable
to permit the inference that hysteresis arises from a sequence of adverse
shocks rather than from structural problems in the labor market? Or do
major differences in the character of the American and European depres-
sions render the American experience irrelevant for thinking about cur-
rent European problems?

We begin by briefly reviewing the record of the American economy
over the 1925—1945 period. A number of basic economic statistics are
presented in table 12. The outstanding feature of the period is, of course,
the dramatic upsurge in unemployment that began in 1929. Unemploy-
ment rose from levels comparable to those in Europe in the late 1960s
and early 1970s to 25 percent in 1933 and remained above 14 percent un-
til 1940. As in Europe today, employment actually declined over a ten-
year period. Beginning in late 1939 with the declaration of war in Europe,
unemployment began to decline rapidly as rearmament stimulated the
economy. The benefits of increased defense spending spilled over into
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the rest of the economy. While there were only 822,000 men in the army
in November 1940 and 2.1 million a year later, nonagricultural employ-
ment increased by 16 percent (6 million persons) between 1939 and 1941.
Production of a variety of nondefense goods increased rapidly. Mitchell
(1947) reports that between 1939 and 1941 sales of automobiles rose by
35 percent, refrigerators by 69 percent and washing machines by 63 per-
cent. Overall industrial production rose by 20 percent.

These rapid improvements in economic performance were unexpected.
Indeed, in the wake of the 1937 recession many observers had despaired
of any eventual return to full employment Paul Samuelson noted in 1944
that "in the years just prior to 1939 there were noticeable signs of dwin-
dling interest in the problem of unemployment which took the form of
ostrich-like attempts to think away the very fact of unemployment by re-
course to bad arithmetic and doubtful statistical techniques. And even
among economists there was increased emphasis on the recovery of pro-
duction and income to 1929 levels." Such pessimism was pervasive even
among those charged with alleviating the situation. Harry Hopkins, a

Table 12 THE AMERICAN ECONOMY, 1925-1945

Year U
W (all

workers) (CPI)
Index of

productivity
Nonresidential
capital (1958$)

1925 3.2 .9 4.0 92.6 211.0
1926 1.8 1.5 0.0 95.0 218.7
1927 3.3 3.2 —6.0 95.4 223.9
1928 4.2 .3 —1.0 96.1 229.3
1929 3.2 3.5 —1.0 100.0 236.6
1930 8.9 —0.6 —3.0 97.0 238.8
1931 16.3 —5.0 —8.3 98.5 233.5
1932 24.1 —8.9 —9.0 95.4 222.8
1933 25.2 —5.8 —5.0 93.2 212.2
1934 22.0 12.0 2.6 103.3 203.9
1935 20.3 2.3 2.6 106.7 198.3
1936 17.0 1.9 1.2 111.3 197.0
1937 14.3 5.9 3.7 110.4 198.4
1938 19.1 1.8 —2.4 113.5 194.5
1939 17.2 1.2 —1.2 117.6 192.2
1940 14.6 2.4 1.2 122.2 193.6
1941 9.9 9.7 4.9 124.2 198.3
1942 4.7 26.9 10.5 123.3 193.5
1943 1.9 10.6 6.3 124.6 186.5
1944 1.2 7.8 2.0 134.4 183.0
1945 1.9 9.0 1.9 142.0 185.5

Source: Bailey (1983) and Historical Statistics of the United States.
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liberal confidante of Franidin Roosevelt, wrote in 1937 that "it is reason-
able to expect a probable minimum of 4 to 5 million unemployed even
in future prosperity periods" (Leuchtenberg (1963) p. 263). Similar sen-
timents were echoed by others, including New York Mayor Fiorello
LaGuardia who concluded that the situation had passed from being an
emergency to being the new norm.

Similar pessimism is often expressed in Europe today. The pessimism
reflects the view that unlike the U.S. Great Depression's persistent un-
employment, peisistent unemployment in Europe is caused by struc-
tural problems which are not merely the residue of adverse shocks.
H. Giersch has coined and popularized the word "euroscierosis" to de-
note these structural problems. Is there some important difference be-
tween the two situations that suggests that rapid expansionary policies
would fail in Europe today even where they succeeded so spectacularly
in the United States in 1940? There are surprisingly many similarities be-
tween the two experiences. The failure of inflation and real wages to re-
cede more rapidly is an often-noticed aspect of the current European
experience. Indeed, it is this observation that leads to conclusions that
problems are structural and that the equilibrium rate of unemployment
has increased. In the latter half of the depression, a similar pattern
appeared in the United States. Between 1936 and 1940 unemployment
fluctuated around a very high mean but there was essentially no de-
celeration in inflation and real wages rose by about 10 percent, close to
the normal rate of productivity growth. Before the 1930s, periods of
steady inflation had had much lower average unemployment rates.

Just as unemployment in Europe is highly persistent today, it ap-
peared highly persistent during the American depression. The auto-
correlation of unemployment was 0.87 in the United States over the
1919—1941 period. In table 13, we examine further the issue of hysteresis
during the depression and present some estimated wage equations for
the 1920—1941 period. The war years are omitted because of the influ-
ence of controls. The results dramatically suggest hysteresis paralleling
that found in Europe today. When only contemporaneous employment
or unemployment is entered into the equation, it is insignificant, but the
change in employment or unemployment is strongly associated with
changes in the rate of wage These results are robust to a vari-
ety of ways of treating expected inflation. While paralleling our results

36. A similar finding is emphasized by Gordon and Wilcox (1981) who also provide evi-
dence that it holds for Europe during the depression period. Gordon (1983) empha-
sizes the importance of the rate of change effect in the Phillips curve during the
depression period in both the United States and the United Kingdom but finds the level
effect to be dominant outside of this interval.
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for present-day Europe, these results differ from our results using Ameri-
can data for the postwar period. This may be taken as evidence that hys-
teresis is a phenomenon associated with bad times rather than with
particular labor market institutions.

In considering contemporary European labor markets, we laid consid-
erable stress on the importance of long-term unemployment, emphasiz-
ing that turnover rates were, if anything, lower in Europe than in the
United States. Table 14 (from Woytinsky (1942)) presents some of the lim-
ited evidence available on patterns of labor-market turnover during the
American depression. Again, the results parallel Europe today. There is
little evidence of an increase in the flow rate into unemployment, though
quits decline and layoffs increase. As in Europe today the duration of un-
employment appears to have increased substantially. Woytinsky re-
ported evidence from a 1937 Philadelphia survey that found that 61.7 per-
cent of unemployed adult men had been out of work for more than a
year. More generally, he concluded that the depression era saw the emer-
gence of a new group of hard-core unemployed. Patterns in labor-market
turnover do not appear to provide a basis for distinguishing European
labor markets and American labor markets during the depression.

Hysteresis appears to be an important feature of American depres-
sion. Earlier, we suggested three possible sources of hysteresis. Of
these, physical capital accumulation appears an unlikely culprit. As
table 12 demonstrates, the real value of the nonresidential capital stock
actually declined between 1929 and 1939. This reduction did not repre-
sent an important bar to full employment during or after the war when
demand for goods was strong. This makes us somewhat skeptical of
claims that insufficient capital is preventing a European recovery. How-
ever, it should be noted that Mitchell (1947) claims that capacity utiliza-
tion rates were very low before the 1939 expansion. This is not true in
Europe today. There is some evidence of human capital hysteresis in la-
bor force participation. The U.S. labor force participation rate of men
over 65 dropped from 54 to 42 percent between the 1930 and 1940 cen-
suses.37 This is considerably more rapid than its trend rate of decline. Be-
tween 1920 and 1930, it fell by only 1 percent, and it remained essentially
constant between 1940 and 1950. It seems unlikely however that this
could have had much effect on unemployment. Indeed, to the extent that
marginal workers were induced to drop out of the labor force, bad times
might have reduced subsequent unemployment.

37. This drop-off may to some extent reflect the effects of the introduction of Social Secu-
rity. The program was sufficiently small in 1940 that this is unlikely to be the whole
story. Moreover, the timing of its introduction surely had something to do with the fact
of the depression.
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Table 14 LABOR MARKET TURNOVER AND THE AMERICAN
DEPRESSION

EXTENT OF LABOR TURNOVER FROM 1919 TO 1929
(Median monthly rates per 100 workers)

Separations

Year Accessions Total Quits Discharges Layoffs

1919 10.1 7.5 5.8 1.1 0.6
1920 10.1 10.3 8.4 1.1 0.8
1921 2.7 4.4 2.2 0.4 1.8
1922 8.0 5.3 4.2 0.7 0.4
1923 9.0 7.5 6.2 1.0 0.3
1924 3.3 3.8 2.7 0.5 0.6
1925 5.2 4.0 3.1 0.5 0.4
1926 4.6 3.9 2.9 0.5 0.5
1927 3.3 3.3 2.1 0.5 0.7
1928 3.7 3.1 2.2 0.4 0.5
1929 4.4 3.8 2.7 0.5 0.6

Source: Monthly Labor Reviezv, July 1929, pp. 64, 65; February 1931, P. 105.

EXTENT OF LABOR TURNOVER FROM 1930 TO 1940, BY YEARS
(Average monthly rates per 100 workers)

Separations

Year Accessions Total Discharges Layoffs

Median rates
1929 4.4 3.8 2.7 0.5 0.6
1930 1.6 2.4 1.1 0.2 1.2

Weighted average rates
1930 3.1 5.0 1.6 0.4 3.0
1931 3.1 4.1 1.0 0.2 2.9
1932 3.4 4.3 0.7 0.2 3.4
1933 5.4 3.8 0.9 0.2 2.7
1934 4.7 4.1 0.9 0.2 3.0
1935 4.2 3.6 0.9 0.2 2.5
1936 4.3 3.4 1.1 0.2 2.1
1937 3.5 4.4 1.2 0.2 3.0
1938 3.8 4.1 0.6 0.1 3.4
1939 4.1 3.1 0.8 0.1 2.2
1940 4.4 3.35 1.0 0.15 2.2

a. Including miscellaneous separations because of death, retirement on pension, etc., reported sepa-
rately since January 1940.
Source: Monthly Labor Review, 1930 to 1941. For a summary of labor turnover from 1931 to 1939, see ibid.,
September 1940, pp.696—704.

Source: Woytinsky (1942).
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Our insider-outsider story of wage setting still remains. Beyond docu-
menting the importance of hysteresis, and confirming its implications
for wage equations, it is difficult to test the story directly. But the judg-
ment of Leuchtenberg (1963) is perhaps revealing. "By Roosevelt's sec-
ond term, as it seemed the country might never wholly recover, the
burden of the unemployed had become too exhausting a moral and eco-
nomic weight to carry. Those who drew income from other sources
could hardly help but feel that the Depression had been a judgement
which divided the saved from the unsaved. Increasingly, the jobless
seemed not merely worthless mendicants but a menacing Lumpen-
proletariat." While Leuchtenberg is referring primarily to public atti-
hides toward the unemployed, similar private attitudes are the driving
force behind the hysteresis mechanism we have stressed.

The finding of so many parallels between the current European de-
pression and the American depression suggests to us that hysteresis in
Europe may be more the result of a long sequence of adverse shocks than
the result of structural problems. Perhaps most telling is the observation
that the apparent natural rate of unemployment drifted upward follow-
ing the actual unemployment rate during the American depression just
as it has in Europe. Given the absence of structural explanations for this
drift, the inference that it resulted from high past unemployment seems
compelling. So too, the high apparent European natural rate of un-
employment may be the result of hysteresis arising in the aftermath of a
sequence of adverse shocks. This implies that expansionary macroeco-
nomic policies may well work in reducing unemployment in Europe.

5. Conclusions
Periods of persistently high unemployment are not uncommon events in
broad historical context, yet standard macroeconomic theories have a
difficult time accounting for them. We have argued that they can only be
understood in terms of theories of hysteresis that make long-run equi-
librium depend on history. We have also argued that membership effects
may well be important sources of hysteresis. Such effects appear to be an
important source of persistence in unemployment in Europe today.

High unemployment is not, however, always persistent. Identifying
the circumstances under which persistence is likely to arise is crucial.
The main issue is whether hysteresis is the result of specific labor-market
structures, of the presence of unions in particular, or whether itself
the result of adverse shocks, which by increasing unemployment, trig-
ger the insider-outsider dynamics we have discussed here. Our tentative
conclusion, from the historical record, is that membership effects be-
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come important in bad times and are not crucially dependent on the
presence of unions. We have not, however, provided a fully satisfactory
theory of membership effects in nonunion settings.

Our theory permits a broad-brush account of the increase in unem-
ployment in Europe over the past fifteen years. In the 1970s, European
economies were hit with surprises in the form of rising oil prices, a pro-
ductivity slowdown, and rapid increases in tax rates. With wages rigid in
the short run, each of these types of shocks created unemployment. Be-
cause of the membership considerations stressed here, the decrease in
employment was validated by higher wage demands. As a result, by the
end of the 1970s the equilibrium level of unemployment had increased
substantially. In the 1980s, the European economies, unlike the U.S.
economy, experienced a series of adverse aggregate demand shocks as
European monetary policies followed U.S. policies, but fiscal policies
turned contractionary. This led to further unemployment which was
then validated by wage demands by those who remained employed. At
this point, unemployment will remain high even if there are no more ad-
verse shocks, because of the power of insider workers to set wages.

Our argument is that Europe has experienced a sequence of adverse
shocks during the past fifteen years, each of which had a fairly perma-
nent effect on the level of employment. Current high unemployment can
be blamed equally on a propagation mechanism that leads the adverse
shocks of the past to have a lasting impact, or on the shocks themselves.
Unlike simple Keynesian explanations for the European depression
which stress only aggregate demand, our theory explains increases in
the apparent natural rate of unemployment. Unlike some classical expla-
nations for European unemployment which deny any role for demand
management policies, our theory explains how aggregate demand can
have protracted effects even in the absence of any long-lasting nominal
rigidities.

This view of the European unemployment problem has a number of
fairly direct policy implications. A first policy implication of our analysis
is the desirability of using measures to "enfranchise" as many workers as
possible. If work-sharing programs cause more workers to be employed
and therefore represented in wage-setting decisions, they may lead to
reduced wage demands and increased employment. Profit-sharing plans
such as those proposed by Weitzman (1984) may also raise employment
by making it possible for employers to reduce the cost of labor by in-
creasing hiring. On the other hand, they would increase unions' resis-
tance to hiring new workers and might thereby increase membership
problems. An obvious alternative policy is to enact measures to reduce
the power of unions and thereby allow outsider workers to have a larger
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impact on wage bargains. Our findings regarding the U.S. Depression
where unions were probably not of great importance lead us to be some-
what skeptical of the efficacy of such measures. Certainly it does not yet
appear that efforts to reduce the power of unions in the United Kingdom
have borne (macroeconomic) fruit.

Our model suggests that shocks, positive or negative, are in a sense
self-validating. If employment changes, wage-setting practices adapt to
the new level of employment. This means that positive shocks contrived
through demand management policies can reduce unemployment re-
gardless of the source of the shocks that caused it. Even if unemployment
initially originated from adverse productivity shocks, expansionary
policies, if they succeed in raising the level of employment, will yield
permanent benefits. Symmetrically, even if most of the increase in un-
employment in the 1980s is due to demand, the large decrease in the
price of oil may well decrease it permanently. At the same time the model
suggests that only policies or shocks that are in some sense surprises will
be efficacious. This means that it may be difficult to increase employment
a great deal with expansionary policies. The crucial question becomes
the length of time over which expansionary policies can "surprise" wage
setters. To whatever extent they can, very long-lasting benefits will be
derived.

Do the many parallels between the American and European depres-
sions imply that a major expansion in aggregate demand would create
the same miracles in Europe as it did in the United States? Unfortunately
comparison of the two depressions cannot lead to a very definite answer.
While it does dispose of the idea that the apparent increase in the natural
rate of unemployment means that demand expansion cannot possibly
succeed, and the idea that real wage growth must be restrained if expan-
sion is to take place, an important problem remains. The likelihood of
achieving a surprise for a protracted period through inflationary policies
may well have been much greater in the United States after a decade in-
cluding a major deflation than it is in Europe today after a decade of
stagflation. On the other hand, the very political infeasibility of expan-
sion in Europe suggests its possible efficacy. Certainly the protracted
high unemployment caused by the deflationary policies of the recent
past stands as a testament to the potent effects of macroeconomic
policies.

We have benefited from the hospitality of the Center for Labour Economics at the London
School of Economics. Richard Layard has been especially generous in helping us in a van-
ety of ways. We thank David Grubb, John Martin and Andrew Newell for providing us with
data, and Michael Burda, Robert Waidman, Changyong Rhee and Fernando Ramos for re-
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search assistance. We also thank David Metcalf. Steven Nickell, James Poterba, Andrei
Shleifer, and participants in the NBER macroeconomics conference at which this paper was
presented for useful discussions and comments.

APPENDIX TO SECTION 2

1. Derivation of the probability of being employed.
For a given realization of e, thus for a given n = —cw + e, the proba-

bility of employment is given by
If n n0, or equivalently for e n0 + cw, then p = 1

If n n0, or equivalently for e n0 + cw, then p = N/N0 ÷ 1 —
no + 72.

This implies that, for an arbitrary distribution of e, with density func-
tion f(e), and support [e, the probability is given by

p = j - (1 — — cw + e)f(e)de + J 1 f(e)de.
e 110+CW

If, as assumed in the text, e is uniform on [Ee — a, Ee + a], p becomes

+
p = (½a) {[(1 — n0 — cw + e/2)e] + (Ee + a n0 — cw)}

Ee —

=1
=1—('/4a)(n0+cw—Ee+a)2

2. Derivation of the solution in the case when m = 1.

We first derive the objective function maximized by the union at any
given time.

We assume that, if laid off, the probability of being rehired by the firm
is equal to zero. As in the text, we assume that the utility of being unem-
ployed is equal to zero. Let p, be, as in the text, the probability of being
employed at time I for a member of the union at time i. Then, given the
membership rule that membership depends on employment in the previ-
ous period, the probability for a union member at time zero to still be a
union member in period i is given by E0(p0p1.. . p - Thus, the utility
of the union member as of period 0 is given by

U0 = E0((p0 + bw0)
+ OPo(Pi + bw1) + O2P0PI(P2 + bw2) + .. .),

or, in recursive form, by
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Uo = Po + bw0 + p0E0(OU1).

Even under the assumption that the shocks are independently dis-
tributed through time, the random variables within the expectation
operator above are not in general independent, making the maximization
problem intractable. Thus, we solve instead the problem associated with
the objective function linearized around some p', w'. This linearized ob-
jective function is given by the following recursion:

V0 (A + dp0 + bw0) + Op'E0V1,

where A —Up' (p' + bw') / (1 — Up') and
dEl+ 8(p' + bw')(l+ Up' + 92p'2 + .. .)

= (1 + bOw')/(l — Up').

The weight put on the probability of being employed, Po' is now
higher than in the previous case. This is because Po affects not only to-
day's outcome but the probability of union membership and employment
in the future.

We now derive the solution to the maximization using the linearized
objective function. Under the assumption that shocks to labor demand
are independent and uniformly distributed on [—a, +a], the solution to
the linearized maximization problem is derived as follows:

We first guess that the maximized value V0 is of the form

V0 = a — /3n.1 (al)

with coefficients a and /3 to be determined. We then solve for optimal Po
and w0 given a and /3, and finally solve for a and i3•

If V0 = a — /3n1, then E0V1 = a — j3E0n0 = a + /3cw0. Replac-
ing in the recursive form which characterizes V0 gives

V0 = (A + Op'a) + (b + Op'/3c)w0 + dp0 (a2)

The probability Pu is given by

Pu = 1 — (¼a)(ñ0 + cw0 + a)2

Replacing Pu in equation (a2) and solving for optimal zu0 gives

w0 = (1/c) [—ñ0 — a + 2a (b + Op'/3c)/dcl. (a3)
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This in turn gives
Po = I — a((b + Op'/3c)/dc)2. (a4)

This gives us w0 and Po as functions of structural parameters and of a
and /3. We now solve for the values of a and /3. Replacing w0 and Po in
equation (a2) and comparing equations (a2) and (al) gives the values of
a and j3. The value of a is of no interest here. The value of j3 is given by
/3 = (blc)/(1 —
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Comment
JOHN KENNAN
University of Iowa

This is a thought-provoking paper on an important topic. The main theo-
retical idea is that persistence in the level of unemployment may be
traced to the influence of currently employed workers (insiders") on
wage rates. Wages are set so that the insiders have a high probability of
continued employment in the face of random shifts in the labor demand
function. When demand is realized employment may increase or de-
crease, and the new set of insiders then acts so as to perpetuate itself. In
particular, a run of negative demand shocks will produce a shrunken
group of insiders who will be able to maintain high wage rates without
seriously jeopardizing their own employment prospects.

The basic model presented in section 2.1 of the paper uses a quadratic
approximation for the probability of employment p, and a utility func-
tion which is linear in p and the log-wage w. This tends to obscure the
results, which are actually fairly general. For example, if the utility func-
tion were literally linear in p then utility would be unbounded, since p
could be set at zero and the wage could be set arbitrarily high. The main
results can apparently be derived in a slightly different way, however.

Suppose that the union maximizes the expected value of a log-linear
function of the number of members employed and the wage rate:

+ n.

If there is no uncertainty and b = 1 this reduces to the standard (Dun-
lop) model in which the union maximizes the total income of its mem-
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bers. Union employment is limited by the membership n0 (measured in
logs) and by the stochastic log-linear demand curve, so that

n = min(n0,e — cw)

where e is a random variable with distribution function F. Thus the
union acts so as to maximize the function V(w), which is defined as

V(w) = b w + E mm (n0, e — cw)
= b w — cw + E mm (n0 + cw, e).

The derivative of this function is

V'(w) = b — c + c[1 — F(n0 + cw)]
= c [b/c — F(n0 + cw)}.

Evidently, if c < b then V'(w) is always positive (since F 1). In this
case the union would maximize utility by setting an extremely high
wage, implying that virtually no one would be employed (that is, the
union would act as a monopolist facing inelastic demand). Assume then
that labor demand is relatively elastic, so that c > b. Then if there were
no uncertainty about the position of the labor demand curve, the union
would set a wage just low enough so that all of its members would be
employed. More generally, the union chooses a wage so that

F(n0 + = b/c..

To see whether employment will exceed the union membership, write
the labor demand function as

n — no = e — cw — no.

Then when the union sets the optimal wage the result will be

n — no = e — F'(b/c).

For example, the expected value of nonunion employment is

En — no = Ee — F'(blc).

If the median of e is equal to its mean (as in the case of the uniform distri-
bution assumed in the article) then Ee = F' (½). Since F is an increas-
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ing function, this implies that expected employment will exceed union
membership if b/c is less than ½.

Thus the static results presented in section 2.1 remain valid for a rea-
sonable reinterpretation of the union's utility function. In addition, the
results hold for more general specifications of the distribution of labor
demand shocks. The most important substantive assumption seems to
be that the elasticity of labor demand must be quite high (roughly speak-
ing, if the union maximizes expected income, c must be above 2). Equa-
tion (2.4) indicates that this assumption can be weakened considerably
in the dynamic case.

If the labor demand elasticity is sufficiently high, then the dynamic
model sketched by Blanchard and Summers gives a plausible qualitative
description of recent movements in European unemployment rates. The
model suggests that wages are set so that the current group of insiders
can expect to preserve their jobs, given an average realization of the labor
demand shock, with perhaps a small expected cushion of nonunion em-
ployment. When there is a run of large unfavorable labor demand shocks
(such as oil price increases) many insiders lose their jobs and thereby
lose a good deal of their influence on how wages should be set. The new
smaller group of insiders then sets wages so that employment can be ex-
pected to drift slowly back up toward the full-employment level.

Of course this model is still subject to the standard criiicism that un-
employment is inefficient. It is not clear why the union must set wages
before the demand shock is realized, nor why the union cannot negoti-
ate a Pareto optimal contract. In the absence of a convincing explanation
of this inefficiency, policy recommendations based on this model are on
shaky ground.

Additional Unemployment Data
In discussing "the European unemployment problem" it seems ap-
propriate to summarize the unemployment data for as many European
countries as possible. This is done in table la; for comparison, un-
employment data for several non-European countries are also included.
Evidently, the recent experience of Britain, France, and Germany, which
Blanchard and Summers take to be representative, is not the whole story.
Although there are undoubtedly serious questions about the compara-
bility of data across countries, any convincing explanation of the per-
sistently high unemployment recently experienced by Britain, France,
and Germany must account for the low unemployment rates in
Switzerland, Sweden, Norway, and Austria.
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Blanchard and Summers emphasize the contrast between movements
in European and U.S. unemployment rates, particularly after 1980. Table
la indicates that a similar contrast exists between Canada and the United
States. Ashenfelter and Card (1986) recently considered the list of ob-
vious suspects here, and concluded that there was insufficient evidence
to warrant any indictments. It is true, however, that unions are now
much more important in Canada than in the United States. According to
Ashen.felter and Card, union membership rose from about 33 percent of
employed workers in 1970 to about 40 percent in 1984, while union mem-
bership in the United States fell from 27 percent to about 20 percent over
the same period. These data might be used to support the Blanchard-
Summers thesis that a higher degree of unionization is associated with
more sluggish adjustment to labor demand shocks.

Employment and Real Wage Equations
In section 3.2, Blanchard and Summers present estimates of wage and
employment equations which apparently provide some empirical sup-

Table la UNEMPLOYMENT RATES, 1960—1985

1960—64 1965—69 1970—74 1975—79 1980—83 1984 1985

Ireland 6.0 6.3 7.5 11.3 16.5 23.1 —
Spain 1.8 1.2 1.9 6.4 16.2 20.6 21.9
Belgium 3.6 3.4 3.4 9.3 15.9 18.6 18.8
Holland — — 2.7 5.1 12.4 17.6 —
Britain 1.8 2.0 3.0 5.2 10.9 12.6 13.0
Canada 6.1 4.2 5.8 7.6 9.9 11.3 11.2
Denmark — — 1.6 6.7 9.4 10.5 11.0
Italy 4.7 5.6 5.8 6.9 9.1 10.4 10.5
France — — 2.6 ' 4.9 7.9 9.7 10.1
Germany 0.9 1.2 1.3 4.4 7.1 9.1 9.6
Australia 1.4 2.2 2.2 5.9 7.6 9.0 8.7
U.S. 5.7 3.8 5.4 7.0 8.3 7.5 7.5
Finland — 2.6 2.2 5.1 5.6 6.2 6.8
Austria 3.0 2.7 1.9 2.0 3.4 4.5 5.0
Norway 1.4 1.2 0.9 1.1 2.2 3.3 —
Sweden 1.6 1.8 2.2 1.9 2.8 3.1 2.8
Japan 1.4 1.2 1.3 2.0 2.4 2.7 2.7
Switzerland — — — 0.4 0.6 1.1 1.1

The countries are sorted according to the 1984 unemployment rate. Unemployment is stated as a per-
centage of the (total or civilian) labor force, except for Ireland and Belgium, where it is a percentage of
the insured labor force. The 1985 figures generally refer to the first six months of 1985.
Source: OECD Main Economic Indicators.
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port for their "hysteresis" theory. Equations of this sort are generally
open to several alternative interpretations. For example, similar equa-
tions can be derived from the equilibrium labor market model discussed
by Sargent (1979, chapter 16). Allowing for the influence of expected fu-
ture real wages (as suggested in footnote 28 of the article), the labor de-
mand function may be written as

n(t) = s n(t — 1) — (1 — s) b + i) ± e(t), (3.1)

where W is the real wage, /3 is the discount factor, and constant terms
are ignored. When utility is intertemporally nonseparable in leisure the
labor supply function can be written symmetrically as

n(t) = a n(t — 1) + (1 — a) d + i) + f(t), (3.2)
i—O

where d is a parameter representing the elasticity of labor supply, and
f(t) is a preference shock. When d is set to zero this equation can instead
be interpreted as the union's rule for setting expected employment, as in
the article.

Assume that both e and f follow AR(1) processes:

(1 — crL) e(t) = u(t)
(1 — rL) f(t) = v(t).

Then, as is shown by Kennan (1985) the reduced form is a VAR(2):

[n(t) 1 - 1 [n(t - 11 + 1 - 2
+ 1

LW(t)i - LAwN [W(t - 1)]
L

n( ) [Ew(t)j'

where the coefficients labeled A and B are complicated functions of
the basic structural parameters. The vertical supply curve assumption
(d = 0) used in the article implies = 0, = a + r,

A [s—a+o—r][1—af3s'r] —a/3s[a—o][s—a]
Wn

— b[1 — sJ[1 — /3s]

B
— [as—ra—/3asr(cr—r+s—a)1

Wn b[1 — 5] [1 — /3s]
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The case analyzed in the article corresponds to assuming f3 = 0, r = 0

and = 1. Then

A — [s—a+1]
Wn b[1—s]

S
0Wn — b[1 — s1

In particular, if there is "strict hysteresis" (a = 1) then the employment
coefficients in the wage equation sum to zero. This is hardly a solid foun-
dation for a test of hysteresis, however, since it depends crucially on as-
suming r = 0 and o• = 1. For example, if there is no hysteresis (a = 0)
the employment coefficients will still sum to zero if r = o + $ (1 — a).

Even if the employment and real wage equations are open to alterna-
tive structural interpretations it is useful to compare the reduced-form
estimates across countries, as is done in tables 4—7 in the article. Some
variations on this theme are shown in table 2a, using monthly data
sampled annually, for eight countries. It is by no means clear that the
data-generating process is similar for the five European countries in this
table. Any unified theory of unemployment movements in the various
European countries seems likely to have trouble dealing with the diver-
sity shown in table 2a, particularly if the theory is built around the rela-
tionship between employment and real wages, as in the Blanchard and
Summers article.

A Policy Experiment
Finally, it seems appropriate to mention a conventional alternative to the
Blanchard-Summers hysteresis theory, namely that there is a connection
between high unemployment and the notoriously high rates of income
taxation in Europe. A simple policy experiment could pay rich dividends
here. Suppose it is announced now that next year's income tax liability
for each worker will be capped at the (real) amount paid by this worker
last year plus (say) 10 percent. This would mean a zero marginal tax rate
for (all of) next year, provided that the worker expects to reach the cap. If
high marginal tax rates are important in depressing the level of economic
activity, this experiment should produce a surge in employment, as the
net wage received by workers rises, while the gross wage paid by em-
ployers falls. If marginal tax rates are not important, the experiment will
not have much effect on real activity, or on the government's tax revenue.



Ta
bl

e 
2a

 E
M

PL
O

Y
M

EN
T 

A
N

D
 R

EA
L 

W
A

G
E 

EQ
U

A
TI

O
N

S

.
Em

pl
oy

m
en

t (
n)

R
ea

l
W

ag
e 

(W
)

n
(f

—
I)

ii
(1

—
2)

W
 (1

—
1)

Tr
en

d
ii

(1
—

1)
n

(
1
—
2
)

W
 (f

—
I)

Tr
en

d
W

in

C
an

ad
a

.8
3

—
.6

2
.2

4
.0

2
.2

8
.2

6
.9

3
—

 .0
2

.1
8

19
62

—
84

(4
.5

)
(2

.5
)

(2
.9

)
(2

.7
)

(1
.1

)
(0

.8
)

(8
.1

)
(1

.9
)

Ita
ly

19
62

—
84

.8
1

(4
.0

)
—

.0
7

(0
.3

)
.0

1
(0

.1
)

.0
0

(0
.3

)
—
.
3
0

(
0
.
5
)

—
 .1

5
(0

.2
)

.7
5

(4
.3

)
.0

1
(1

.3
)

.4
5

Fr
an

ce
.7

1
.1

4
.1

8
—

.0
1

—
.1

9
.5

8
.9

1
.0

0
.0

4
19

62
—

84
(3

.0
)

(0
.6

)
(2

.2
)

(2
.6

)
(0

.5
)

(1
.6

)
(6

.9
)

(0
.5

)
U

.S
.

.6
7

—
.4

6
.0

8
.0

2
—

.6
4

—
 .1

1
.8

2
.0

2
.0

3
19

62
—

84
(2

.8
)

(1
.6

)
(0

.7
)

(
3
.
3
)

(
1
.
9
)

(
0
.
3
)

(
5
.
1
)

(
2
.
4
)

A
u
s
t
r
i
a

1
.
3
8

—
.
7
2

.
2
1

—
.
0
1

.
2
6

.
1
9

.
6
4

.
0
1

.
0
5

1
9
6
2
—
8
4

(
7
.
7
)

(
3
.
5
)

(
1
.
6
)

(
1
.
6
)

(
1
.
1
)

(
0
.
7
)

(
3
.
7
)

(
1
.
8
)

J
a
p
a
n

1
9
6
2
—
8
4

.
4
8

(
2
.
2
)

.
2
3

(
1
.
1
)

—
.
0
5

(
1
.
6
)

.
0
0
5

(
2
.
4
)

—
.
1
9

(
0
.
4
)

1
.
7

(
3
.
4
)

.
9
0

(
1
2
.
5
)

—
.0

1
(2

.5
)

.
0
0
2

B
r
i
t
a
i
n

1
.
0
3

—
.
0
1

.
1
4

—
.
0
0
5

.
4
7

—
 .3

5
.
4
3

.
0
1

.
1
9

1
9
5
5
—
8
3

(
5
.
1
)

(
0
.
0
)

(
1
.
1
)

(
1
.
8
)

(
1
.
6
)

(
1
.
1
)

(
2
.
3
)

(
3
.
0
)

G
e
r
m
a
n
y

1
.
0
8

—
.
7
6

.
4
4

—
.
0
2

.
3
8

—
 .2

8
1
.
0
3

—
.
0
0

.
0
2

19
63

—
83

(
5
.
3
)

(
3
.
2
)

(
2
.
3
)

(
2
.
5
)

(
3
.
2
)

(
2
.
1
)

(
9
.
0
)

(
0
.
6
)

Ex
p!

au
ai

ki
n:

 T
he

se
 a

te
 V

A
R

(2
) e

st
im

at
es

 (S
-s

ta
tis

lic
s i

n 
pa

re
nt

he
se

s)
. T

he
 v

ar
ia

bl
es

 u
(I

)
an

d
W

ft)
re

fe
r

to
 e

m
pl

oy
m

en
t a

nd
 re

al
 w

ag
es

 in
 A

pr
il 

of
 y

ea
r t

.
T

he
co

lu
m

n
W

/u
' g

iv
es

 th
e 

si
gn

ifi
ca

nc
e 

Le
ve

l o
f t

he
 F

-s
ta

lis
tic

 fo
r t

he
 h

yp
ot

he
si

s t
ha

t e
m

pl
oy

m
en

t d
oe

s n
ot

 c
au

se
 th

e 
re

al
 w

ag
e.

 T
he

 e
m

pl
oy

m
en

t v
ar

ia
bl

e 
co

ve
rs

 th
e 

w
ho

le
ec

on
om

y 
ex

ce
pt

 fo
r A

us
tri

a 
(m

in
in

g 
an

d 
m

an
uf

ac
tu

rin
g)

, G
er

m
an

y 
(m

an
uf

ac
tu

rin
g)

 a
nd

 B
rit

ai
n 

(in
an

ul
ac

tu
rin

g)
. T

he
 re

al
 w

ag
e 

is
 h

ou
rly

 e
ar

ni
ng

s i
n 

m
an

uf
ac

tu
rin

g
de

fla
te

d 
by

 th
e 

co
ns

um
er

 p
ric

e 
in

de
x,

 e
xc

ep
t f

or
 Ja

pa
n,

 w
he

re
 th

e 
re

al
 w

ag
e 

is
 m

on
th

ly
 e

ar
ni

ng
s i

n 
m

an
uf

ac
tu

rin
g,

 d
ef

la
te

d 
by

 th
u 

C
M

. T
he

 w
ag

e 
fo

r
G

er
m

an
y 

is
ob

ta
in

ed
 fr

om
 q

ua
rte

rly
 d

at
a.



Comment 85

In other words, this experiment will yield large returns in case marginal
tax rates are important, and will not cost much in any case.

I thank Martin Sefton and Barry Sopher for valuable research assistance. This research was
funded in part by the National Science Foundation under Grant SES-8309003.
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Comment
ROBERT E. HALL
Stanford University and NBER

Macroeconomics is undergoing a painful adjustment to the growing real-
ization that the evidence does not support conventional theories about
macro fluctuations. By and large, when output suffers a shock, the ef-
fects of that shock are permanent. Theories of gradual wage-price ad-
justment, by contrast, teach us that the economy gradually adjusts to
demand shocks, so the shocks have no lasting effect en output or
employment. In those theories, output follows a cycle around a full-
employment trend path.

The first evidence against the cycle-around-trend view was presented
by Charles Nelson and Charles Plosser (1982). Recent results obtained
by John Campbell and N. Gregory Mankiw (1986) strongly. support
Nelson and Plosser's findings. Real GNP does not follow a cycle around
a stable growth trend. Instead, each random deviation lasts more or less
forever. In fact, a simple random walk with drift is not a bad approxima-
tion to the stochastic character of real GNP in the United States. Prelimi-
nary work of my own suggests that the same conclusion holds even more
strongly in all of the major OECD economies.

Blanchard and Summers look at the same issue with respect to unem-
ployment. As they note, unemployment is the least likely macro variable
to deviate from the cycle-around-trend type of stochastic behavior. If un-
employment measures the gap between labor supply and demand, then
events which make output and employment change permanently—such



as random technological innovations—should change unemployment
only temporarily. They show that unemployment has tended to revert to
a "natural rate" in postwar U.S. experience, but they also show how
atypical that experience has been. In earlier U.S. history, and in all re-
corded European history, unemployment has been highly persistent.
Again, a random walk is not a bad stochastic model for unemployment.

Macro theorists have gone in two very different directions in creating
models where output does not have cycles around a stable trend. Nelson
and Plosser interpret their findings as strongly supporting the real busi-
ness cyde models where markets always clear and output fluctuates be-
cause of random shifts in tastes and technology. Certainly that type of
model is alive and well today, as the article by Martin Eichenbaum and
Kenneth Singleton (in this volume) shows. But an interesting new litera-
ture is also developing which deals with models where markets never
clear, thanks to sound microeconomic reasons having to do with non-
competitive markets. Papers by Oliver Hart (1982) and many others
make the point that a full-employment equilibrium is a special feature of
competition.

The theoretical work to date generally rests on standard models of
market imperfections. For example, Hart relies on Cournot behavior in
the product market on the part of a finite number of sellers, and similar
behavior in the labor market on the part of a finite number of labor
unions. The existing models explain why the economy does not drive to
its full-employment point, but they do not explain why stochastic fluc-
tuations in output should have a random-walk character. Blanchard and
Summers have opened a new avenue of research which deals explicitly
with the random-walk issue.

In the Blanchard-Summers model, the monopoly power of a labor
union or other group of incumbent workers depends on the past history
of demand shocks. A positive demand shock dilutes the strength of the
union because it adds new workers to the union, and the new workers
have voting power equal to that of the established workers. Hence em-
ployment remains high virtually forever after a positive shock. A nega-
tive demand shock pushes some workers out of employment and soon
thereafter out of the union. With fewer workers, the union chooses to
jack up the wage and keep employment lower, again virtually forever.

An essential adjunct of the theory is that displaced workers cannot
find jobs in new firms or in other sectors. Blanchard and Summers ar-
gue, with some persuasive power, that fixed costs deter entry at times of
low demand in some sectors. Even if a competitive sector exists, they
say, when it is crowded with displaced workers, the competitive wage
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will fall to the point where many workers wifi be unemployed because
they are queued up for jobs in the union sector.

To my mind, the only serious weakness in Blanchard and Summers's
model is the willingness of the incumbent workers to allow a favorable
demand surprise to dilute their effective shareholder interest in the finn.
Why don't they impose a rule against hiring, so that every demand sur-
prise can be translated into further wage increases? The all-powerful
union in the model slips in only one respect, but it is a terribly important
respect. The sensible union would pursue a policy described by Lloyd
Ulman as the "Cheshire Cat" theory of unionism—union membership
gradually declines through retirement and attrition, and wages rise
along the demand curve for labor. Ultimately all that is left is the smile of
the last member, who is paid an astronomical wage.

Obviously there are many blanks to fill in to make this new explana-
tion of unemployment persistence credible. The article as it stands has
only a tiny section on how European unions actually operate, yet this is
crucial to empirical support for the theory. Moreover, as Blanchard and
Summers note, a random-walk model well describes U.S. unemploy-
ment in eras when unionization was extremely low. The theory then re-
quires that the incumbent workers have some of the power of a union,
but we do not yet know how they achieve or exercise that power without
a formal union.

To my mind, the strongest empirical backing for the basic idea of the
article is the evidence of the extreme persistence of unemployment in
most countries in most eras. In addition to presenting this evidence,
Blanchard and Summers devote quite a bit of space to the study of a com-
panion type of evidence, the relation between wage adjustment and
unemployment (or employment). Under a Phillips curve, where wage in-
flation is increasingly negative whenever the unemployment rate exceeds
the natural rate, unemployment cannot evolve as a random walk. Conse-
quently, the wage adjustment equation that governs an economy with
fully persistent unemployment has the rate of change of unemployment
(Or employment) on the right-hand side, rather than the level of change.
Blanchard and Summers devote considerable effort to showing that this
prediction is fulfilled. I do not disagree with what they do, but I think it
is important to point out that their case does not depend on the wage-
change equations. The finding of strong persistence in unemployment
makes their case on its own, and is much less subject to econometric
criticism than their wage-change regressions.

My general conclusion is that the absence of cycle-around-trend be-
havior in most economies most of the time is an established fact, and one
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that will have an important role in shaping the macro theories of the fu-
hire. The labor-market membership model developed by Blanchard and
Summers has some merit as an explanation, but I do not find it compel-
ling as a unitary explanation. Until I fmd out why unions stand idly by
when their incumbent interests are diluted, I will remain unconvinced
that a positive demand shock can raise output. Instead, I will continue
to examine carefully alternative explanations of the failure of market-
dearing forces, grounded in the microeconomics of product markets.
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Discussion

Rudiger Dornbusch pointed out the difference between employment
trends in manufacturing and in services in Europe. The negative tren4.
of employment is strong in the manufacturing sector, but not in services.
He suggested that European unions are reluctant to cut wages because
they doubt employment will increase unless large-scale investment takes
place. He argued that the Blanchard-Summers analysis favored more
fundamental policy changes than they imply, for instance the wage tri-
bunals suggested by James Meade or Martin Weitzman's profit-sharing
scheme.

Arnold Kling commented that Europe is not the only place with high
unemployment. The "fresh water belt" of the United States, such as
Michigan, has the same problem. One reason unemployment persis-
tence has been less of a problem in the United States may be the fortu-
nate presence of a prosperous "salt water belt."

Martin Weitzman criticized Blanchard and Summers's reluctance to
draw the conclusions their analysis implies. The paper implies that labor
unions are the prime suspect in the crime of high unemployment in Eu-
rope, but Blanchard and Summers shrink from that conclusion. They do
not, for instance, discuss the relative merits of a two-tier wage system
versus profit sharing in the labor market. In addition, the paper is am-
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biguous about the merits of Keynesian demand expansion. The paper
implies that since the old-style Phillips curve has broken down, demand
expansion would lead to inflation. He saw no alternative to microeco-
nomic measures to attack the unemployment problem in Europe.

In response, Lawrence Summers stressed the parallels he and Blan-
chard found between the United States in the 1930s, when unions were
weak, and Europe currently. Those similarities made them hesitant to
blame Europe's difficulties on the unions.

The authors' failure to close the model worried James Hamilton, who
agreed with John Kennan's statement that the labor contracts considered
by Blanchard and Summers are inefficient. He suspected that a complete
model might produce a constant level of employment.

Paul Romer cited Ashenfelter and Card's comparison between United
States Canadian unemployment, suggesting that this may give a clue
as to whether unionization as opposed to the insider-outsider distinction
mattered. The different attitudes to unionization in the two countries
were exemplified by the frequency and governmerrt tolerance of Cana-
dian mail strikes compared with the firing of the air traffic controllers in
the United States.

Stephen Zeldes thought the Blanchard-Summers model had more to
say about the persistence of unemployment than its average level. In a
full model, it was quite possible that equilibrium would show a higher
average level of unemployment in competitive labor markets than in the
type of market examined by Blanchard and Summers, but that persis-
tence would be lower in a competitive labor market.

Differences in unemployment rates across industries might give a clue
as to the importance of unions, James Poterba suggested. It was also pos-
sible that characteristics of the employer as well as the employees deter-
mined wage and employment characteristics. Japanese firms in Britain
have not gotten rid of British workers, but of British managers.

Olivier Blanchard agreed with Kennan's doubts about the optimality of
Blanchard and Summers's labor contract, but speculated that the result
from a more complete model would not be very different. He com-
mented that he and Summers estimated and discussed the Phillips curve
because their Phillips curve has policy implications very different from
the most-used alternative, a standard Phillips curve with a time trend.
With a time trend, high unemployment reflects a high natural unem-
ployment rate, and there is no room for aggregate demand policy to
affect unemployment. Answering Martin Weitzman, he agreed that ex-
pansion now would lead to high inflation unless some incomes policy is
introduced, but he stressed that high inflation may have to be accepted
for some time as a trade-off for lower unemployment.
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Do Equilibrium Real Business Cycle
Theories Explain Postwar U. S.
Business Cycles?

1. Introduction
During the past decade there has been a resurgence of interest in equi-
librium real business cycle theories. According to these theories, the
recurrent fluctuation in outputs, consumptions, investments, and other
real quantities—what we shall refer to as the business cycle phenome-
non—is precisely what one should expect to emerge from industrial
market economies in which consumers and finns solve intertemporal
optimum problems under uncertainty. Moreover, fluctuations in real
quantities are attributed to exogenous technological and taste shocks
combined with various sources of endogenous dynamics including ad-
justment costs, time-to-build capital goods, and the non-time-separability
of preferences (e.g., Kydland and Prescott (1982), Long and Plosser
(1983), Kydland (1984), and Prescott (1986)). Common characteristics of
these models are that there is a complete set of contingent claims to fu-
ture goods and services, agents have common information sets, and the
only "frictions" in the economy are due to technological factors. In par-
ticular, real business cycle (RBC) models abstract entirely from mone-
tary considerations and the fact that exchange in modern economies
occurs via the use of fiat money.

There are two interpretations of this modeling strategy. The first inter-
pretation is that monetary institutions and monetary policy are assumed
to be inherently neutral in the sense that real allocations are invariant to
innovations in financial arrangements and monetary policy. Money is a
veil regardless of how much the veil flutters. The second interpretation is
that the market organizations and the nature of monetary policy in the
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sample period being examined are such as that an RBC model provides
an accurate characterization of the real economy. Under this interpreta-
tion RBC models be useful frameworks for examining the deter-
mination of real allocations for certain institutional environments and
dasses of monetary policies. Money may be a veil as long as the veil does
not flutter too much. In our view, proponents of RBC theories are not
claiming that monetary policy cannot or has never had a significant im-
pact on the fluctuation of real output, investment, or consumption.
Rather we subscribe to the second interpretation of RBC analyses as in-
vestigations of real allocations under the assumption that, to a good ap-
proximation, monetary policy shocks have played an insignificant role in
determining the behavior of real variables.

The assumption in equilibrium RBC models that monetary shocks
have not been an important source of aggregate fluctuations is similar to
the basic premise of certain early Keynesian models. According to these
models, interest rates affected at most long-lived fixed investments,
so the interest elasticity of aggregate demand was preceived as being
low. Furthermore, the principal shocks impinging on the economy had
their direct effects on aggregate demand. In particular, investment was
thought to be influenced capriciously by "animal spirits." Thus, aggre-
gate fluctuations were associated primarily with real shocks. Indeed, the
economic environment was assumed to be such that changes in the
money supply (both systematic arid current unanticipated shocks) had
small impacts on real economic activity. The latter feature of these mod-
els led to the conclusion that fiscal policy was preferred to monetary pol-
icy for stabilizing output fluctuation.

More recent Keynesian-style models share some common features
with both early Keynesian and equilibrium RBC models, but they are
also fundamentally different in several important respects. Proponents
of modern Keynesian models often argue that monetary policy shocks
have not been a significant source of "instability" in the U.S. economy.
For example Modigliani (1977, p. 12) states that "there is no basis for the
monetarists' suggestion that our post war instability can be traced to
monetary instability." Thus on this feature of the economy, proponents
of modern Keynesian models and of equilibrium RBC theories are often
in agreement.

However, for at least two reasons, it would be misleading to argue that
equilibrium RBC models and Keynesian models are simply different ver-
sions of business cycle models in which only (or primarily) real shocks
matter for fluctuations in real quantities. First, the propagation mecha-
nisms by which exogenous shocks impinge on the endogenous variables
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are typically very different in the two classes of mOdels. As noted, equi-
librium RBC models focus on such technological frictions as gestation
lags in building capital or intertemporal nonseparability of preferences
in generating endogenous sources of dynamics. Contingent claims mar-
kets are assumed to be complete and goods and asset prices adjust freely
in competitive markets. In contrast, Keynesian models typically empha-
size various frictions that prevent perfectly flexible goods prices and
wages (e.g., Modigliani 1958, Taylor 1980). The sources of these rigidities
may be frictions associated with incomplete markets, contractual ar-
rangements, or imperfect competition among firms. These differences in
propagation mechanisms may imply very different reactions of the equi-
librium RBC and Keynesian economies to the same type of shock.

Second, and closely related to the first consideration, the potential
roles for stabilization in these economic environments may be very
different. The inflexible prices and incomplete markets in Keynesian
models have been used to justify activist fiscal and monetary policies
designed to stabilize output fluctuation. Of particular relevance for
our analysis is the important role often attributed to monetary policy
in affecting the cyclical behavior of real variables in Keynesian mod-
els. While exogenous monetary policy shocks may not be important
sources of aggregate fluctuations, activist monetary policies are often
deemed to have had significant effects on the propagation of non-
monetary shocks. Hence, though the sources of uncertainty may be real,
it seems clear that money plays a central role in modern Keynesian
models. This interpretation of modern Keynesian models was made
explicitly by Modigliani (1977, p. 1): "Milton Friedman was once quoted
as saying 'We are all Keynesians, now, and I am quite prepared to re-
ciprocate that 'we are all monetarists'—if by monetarism is meant as-
signing to the stock of money a major role in determining output and
prices'."

In contrast, equilibrium RBC models typically assume that there is a
complete set of contingent claims markets and that prices are perfectly
flexible. One implication of these assumptions in the models that have
been examined to date is that real allocations are Pareto optimal. This in
turn implies that there is no role for a central policy authority. Thus,
equilibrium RBC theories assume both that exogenous monetary shocks
have not been an important source of fluctuations, and that the policy
rules followed by the monetary authorities have not had an important
role in propagating nonmonetary shocks. Only under this joint hypothe-
sis does it seem likely that an equilibrium RBC model would accurately
characterize the economy.
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This artide presents and interprets some new evidence on the validity
of the RBC approach to business cycle analysis. Particular attention is
given to: (1) the question of whether monetary policy shocks were an
important determinant of real economic activity during the postwar pe-
nod, and (2) several potentially important pitfalls in interpreting the
available evidence as supporting or refuting the validity of RBC models.
The analysis of the first question bears on the validity of any business
cycle model that assumes such shocks have been important. Certain as-
pects of our findings can be viewed as being consistent with both early
Keynesian and equilibrium RBC models. However, the extreme assump-
tions that underlie the former models have been largely rejected in the
recent literature (see, e.g., Modigliani 1977).' Accordingly, in discussing
potential interpretations of our empirical findings we shall focus pri-
marily on the properties of what we call equilibrium business cycle mod-
els—monetary and nonmonetary models that are specified at the level
of preferences and technology. This allows us to address directly the
strengths and weaknesses of equilibrium REC models as explanations of
fluctuations in the U.S. economy during the postwar period.

To date, empirical investigations of RBC models have typically pro-
ceeded by fitting these models to the data and evaluating the extent to
which the cycles implied by the models match those exhibited by the
data. Virtually without exception, studies of RBC models have not con-
sidered explicitly the conditions under which RBC models emerge
approximately or exactly as special cases of monetary models of the busi-
ness cyde. In contrast, we begin our analysis in section 3 by setting forth
an explicit monetary business cycle model. The presentation of this
model serves three purposes. First, we are able to make precise one po-
tential link between monetary policy actions and real allocations in an
equilibrium model. Money matters in this model because agents face a
cash-in-advance constraint. Therefore the' money-output linkages in our
model are very much in the spirit of those in the recent models of Lucas
and Stokey (1983, 1984), Townsend (1982), and Svensson (1985) among
others. Within the context of this model, we provide sufficient condi-
tions for an RBC model to provide an accurate characterization of real
fluctuation in the monetary economy. The conditions discussed are, of
course, specific to the model examined. Nevertheless, we feel they are

1. After we completed this paper, Bennett McCallum pointed out that an important im-
plication of early Keynesian business cyde models with sticky prices and a horizontal
LM function is that money should not Granger cause nominal income. This implication
is, of course, counterfactual. The equilibrium real business cycle models that we exam-
ine do not have this implication.
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suggestive of the type of strong restrictions on monetary policy rules
that will be required for RBC models to accurately approximate other,
more complicated, monetary models.

Second, we use this model to interpret Granger causal relations be-
tween nominal and real aggregates. Anticipating our results in sections
4 and 5, we find little empirical support for the proposition that money
growth or inflation Granger cause output growth. Interpreted within the
context of the monetary model of section 3, these results suggest that
exogenous shocks to the monetary growth rate were not an important
independent source of variation in output growth during the postwar
period in the United States. Admittedly, this conclusion emerges from
considering a model with very simple specifications of the production
and monetary exchange technologies, as well as a specific market struc-
ture. However, introducing more complicated market, structures that
lead to sticky prices and wages as in Fischer (1977) or overlapping nomi-
nal contracts as in Taylor (1980) would only increase the complexity of
the interaction between monetary growth and real economic activity.
This added complexity would make it more difficult to reconcile the ab-
sence of Granger causality of output growth by monetary growth with
the belief that exogenous monetary policy shocks were an important
source of variation in output. More generally, our empirical evidence
suggests that monetary models which imply that money growth rates
Grariger cause output growth are inconsistent with postwar U.S. data.

Third, for certain monetary policy rules, our monetary model implies
that the failure to find Granger causality from money to output is not
sufficient for an RBC model to accurately characterize the economic en-
vironment. More precisely, we argue that even if real shocks are the pre-

ominant source of variation in real quantities over the cycle, one may be
seriously misled using an RBC model to evaluate the implications of al-
ternative government policies. Essentially, monetary feedback policies
can be set in a manner that affects the time-series properties of output
even though exogenous monetary shocks are not important determi-
nants of output. This may be true even though RBC models appear to fit
the data for the sample period by the usual criteria.

The remainder of the artide is organized as follows. Section 2 presents
a brief review of the literature on equilibrium RBC models, and our equi-
librium monetary business cycle model is presented in section 3. In sec-
tion 4, the laws of motion for the quantity variables implied by an RBC
model are compared to those of the monetary model. These two models
are used to interpret bivariate vector autoregressive representations
(VARs) of money and output. A more extensive set of empirical results is
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presented in section 5. "Variance decompositions" for output are dis-
played for several multivariate time-series models of output, monetary
growth, inflation, and asset returns. Concluding remarks are presented
in section 6.

2. Overview of Equilibrium Business Cycle Models
A primary goal of business cycle analysis is to explain the recurrent fluc-
tuations of real aggregate economic quantities about their trends and the
co-movements among different aggregate economic time series. A key
assumption of real business cyde theories is that monetary policy ac-
tions are unimportant for explaining either the amplitude or frequency
of business cydes. In the words of King and Plosser (1984), RBC theories
view "business cycles as arising from variations in the real opportunities
of the private economy, which include shifts in government purchases or
tax rates as well as technical and environmental conditions." (p. 363). In
this section we briefly summarize some of the sources of variations in
private market economies that have received the most attention in the
literature on RBC models.

In modeling aggregate fluctuations, RBC theorists often distinguish
between the exogenous sources of uncertainty impinging on economic
decisions and the endogenous propagation mechanisms for the exoge-
nous shocks. Adopting this taxonomy, we shall consider, first, the
various exogenous sources of uncertainty that have typically been em-
phasized in the recent literature. In modern economies, many types of
shocks impinge on the decisions of agents in different sectors. For the
purpose of aggregate business cycle analyses, it is typically assumed im-
plicitly or explicitly that idiosyncratic sector or agent-specific shocks
"average out" and have no effect on aggregate quantities. On the other
hand, the common components of individual shocks that remain after
aggregation are interpreted as the aggregate sources of uncertainty in
business cycle models. The number of these aggregate disturbances is
typically assumed to be small; often the number does not exceed the
number of real quantity variables appearing in the model.

Furthermore, when using RBC models to describe economic data, at-
tention has been restricted almost exclusively to exogenous shifts in the
production technologies of goods. See,, for example, Kydland and
cott (1982), Long and Plosser (1983), King and Plosser (1984), Altug
(1985), and Hansen (1985). Notably absent from these models are aggre-
gate shocks to preferences and to the fiscal policy rules of governments.
The omission of shocks to preferences seems to be simply a matter of
taste. Apparently, an implicit assumption in many of the RBC theories is
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that large technology shocks are more likely than large aggregate sto-
chastic shifts in tastes. We relax this assumption in constructing our II-
lustrative monetary and real business cycle models in sections 3 and 4.

The absence of shocks to government purchases or tax rates can be
explained by the nature of the models that have been developed to
date. Kydland and Prescott (1982), and many others since, have exam-
ined economies in which there is a complete set of markets for con-
tingent claims to future goods, there is no private information, and there
are no public goods. Therefore, real allocations are Pareto optimal in
these economies and there is no welfare-improving role for a central
government. The absence of incomplete insurance and market fail-
ures from these models can in part be attributed to the difficulties in-
volved in analyzing aggregate fluctuations in general equilibrium when
such "frictions" are present. However, in some cases, their absence also
seems to be a manifestation of the belief that aggregate fluctuation in
output that approximates that observed historically can be generated
by equilibrium models without introducing these frictions. Long and
Plosser (1983), for example, state, regarding their model, "We believe
that major features of observed business cycles typically will be found
lit the kind of model economy outlined above." (p. 42) A similar view
has recently been expressed by Prescott (1986): "Given the people's abil-
ity and willingness to inter- and intra-temporally substitute consump-
tion and leisure and given the nature of the changing production set,
there would be a puzzle if the American economy did not display the
business cycle phenomena. By display the business cycle phenomena,
I mean that the amplitudes of fluctuations of the key economic aggre-
gates and their serial correlation properties are close to that predicted by
theory." (p. 1)

Although RBC models have relied on unobserved technology shocks
to induce fluctuations in output, investment, consumption, and hours
worked, these models typically adopt quite parsimonious time-series
representations of these shocks. Parsimony is important if these models
are to have refutable implications. It has long been known that low-order
stochastic difference equations can generate recurring irregular cyclical
fluctuations not unlike those exhibited by aggregate time series. Thus,
the covariogram of a given set of variables implied by a model can be
matched to the sample covariagram of the data by specifying sufficiently
rich laws of motion for the unobserved shocks in a model. But clearly,
profligately parameterized specifications of unobserved shock processes
do not yield interesting explanations of business cycles. RBC models
lead to overidentifying restrictions on the autocovariance functions by
allowing for only a small number of shocks with parsimonious time-
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series representations. More complicated patterns of autocorrelations
and patterns of cross-correlations among the variables are then induced
by endogenous sources of dynamics. It is these endogenous sources of
dynamics (what King and Plosser (1985) refer to as the propagation
mechanisms) that are the centerpieces of equilibrium RBC theories.

To date, RBC theorists have stressed the role of technology and agents'
preferences in magnifying the response of economic systems to exoge-
nous impulses. For example, Kydland and Prescott (1982) assume that it
takes time to build capital goods (i.e., more than one period or decision
interval). This time-to-build technology has an important effect on the
time-series properties of investment and output. They also assume that
consumers' utility from leisure in the current period depends on past
leisure decisions. Specifically, the marginal utility of an additional unit
of leisure today is larger (smaller) the smaller (larger) is the amount of
leisure consumed in previous periods. This specification of preferences
leads to substantially more intertemporal substitution of leisure than the
comparable time-separable specification of preferences. Since hours
worked are more sensitive to a given change in the real wage rate with
this specification of preferences, they are better able to capture the fluc-
tuation in aggregate hours than the corresponding model with time-
separable utility. Nevertheless, their model fails short of providing an
adequate explanation of the time-series behavior of hours worked. Ef-
forts are currently under way to enrich the specification of the labor mar-
ket in their model in an attempt to improve the fit of the model (Hansen
1985).

Although the models examined by Kydland and Prescott (1982) and
Kydland (1984) fail to fully explain fluctuation in hours worked, it is
nevertheless striking that they do so well in attempting to replicate the
time-series behavior of several of the economic aggregates considered.
As the authors emphasize, their results are certainly encouraging, for
they show that fairly simple dynamic equilibrium models are capable of
generating the types of cycles that are similar to those that have been ob-
served historically. Moreover, these examples provide a useful reminder
of the fact that fluctuation in real quantities per se need not reduce social
welfare; real allocations are Pareto optimal in their model.

Those economists who believe firmly that monetary fluctuations and
the actions of the monetary authority are central to an understanding of
business cycles may be inclined to dismiss these models outright be-
cause of their omission of monetary considerations. Yet there seems to be
both indirect and direct evidence that such a dismissal is difficult to sup-
port. Indirect evidence is provided by Kydland and Prescott (1982), Long
and Plosser (1983), and Kydland (1984), among others. These authors
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have shown that, for plausible values of the parameters characterizing
preferences and technology, the variances of the shocks to technology
can be chosen such that equilibrium RBC models imply empirical second
moments for certain real aggregates that approximately match the corre-
sponding sample second moments.

More formal evidence is provided in the provocative studies by Sims
(1980a, 1980b). He found that monetary shocks had little explanatory
power for industrial production during the post—World War II period
when lagged values of industrial production and nominal interest rates
were included. Sims interpreted the contribution of nominal interest
rates in predicting industrial production as capturing expectations about
the future productivity of capital, which is very much lit the spirit of real
business cycle analysis. Litterman and Weiss (1985) corroborate Sims's
fmdings and also give an RBC interpretation to their findings.

The models considered by Kydland and Prescott (1982) and Long and
Plosser (2983) are representative agent models with complete markets so
that credit does not enter prominently in the determination of real quan-
tities. King and Plosser (1984) have discussed an extended version of an
equilibrium RBC model in which there is a role for organized credit mar-
kets. Their model can be interpreted as a RBC model in which certain
(perhaps informational) frictions in private markets lead to the creation
of institutions that specialize in issuing credit. King and Plosser proceed
to argue that, while credit may have an important influence on the nature
of aggregate fluctuations, the actions of the Federal Reserve's Open Mar-
ket Committee may not be an important independent source of fluctua-
tions in real quantities and relative prices. As evidence for this proposi-
tion, they note that real output seems to be significantly correlated with
inside money but is only weakly correlated with outside money.

More recently, critics of the view that RBC theories are accurate char-
acterizations of the postwar experience have noted that these findings
are also consistent with comparably simple business cycle models in
which monetary policy plays an important role. For instance, McCallum
(1983a) has shown that if the Federal Reserve followed an interest rate
rule (or mixed interest rate—monetary aggregate rule) for most of the
postwar period, then the interest rate innovation in Sims's regressions
may be a proxy for the innovation in the policy rule of the Fed. For the
same reasons, the analysis by King and Plosser (1984) may not accurately
capture the effects of monetary policy shocks on real output (McCallum
1985).

Critics of RBC models have provided several additional challenges to
the conclusion that the RBC models studied to date explain the postwar
experience in the United States Most of the studies purporting to pro-
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vide evidence in support of RBC models have examined only a limited
set of own- and cross-correlations of aggregate quantity variables. In
particular, cross-correlations of relative prices and asset returns with ag-
gregate real quantities have typically not been studied. There is no a pri-
ori reason why the restrictions examined should be given more weight
than other restrictions on cross-correlations in evaluating the perfor-
mance of these models. When cross-correlations of asset returns and
output are examined there is substantially more evidence against RBC
models (see, for example, Mehra and Prescott (1985)). Moreover, when
particular RBC models are subjected to formal methods of estimation
and inference which incorporate a fairly comprehensive set of moment
restrictions, the results are not supportive of the models (e.g., Altug
(1985), Eichenbaum, Hansen, and Singleton (1985), and Mankiw, Rotem-
berg, and Summers (1985)).

The acceptance or rejection of previous RBC models must be based in
part on an assessment of the plausibility of the variances and auto-
correlations of the technology shocks.2 Kydland and Prescott (1982)
take their structure of preferences and technology as given and then
determine the values of the variances of the shocks to technology that
are consistent with particular second moments of observed variables.
Prescott (1986) provides an estimate of the standard deviation of the
shock to technology in a simple growth model, but this measure is
in effect the standard error of the residual from regressing the growth
rate of output on the growth rates of capital and labor. This measure
is justified by his assumption of a Cobb-Douglas production func-
tion defined over labor and capital and thus is clearly model dependent
in the same manner that the Kydlatid-Prescott estimates of standard
deviations were model In a manner that attempts to account
for measurement errors, Prescott estimates the ratio of the standard
deviations of the percentage changes in the technology shock and
output to be approximately .40. It seems difficult to assess the plausi-
bffity of this estimate and related estimates provided by Kydland and
Prescott (1982), especially in light of the highly aggregated nature of
their models.

Furthermore, we have little independent evidence about the absolute
magnitudes of these second moments, since the theories do not lead us
to specific sources for these disturbances. Hamilton (1983) provides
some descriptive evidence that oil price shocks were an important source
of aggregate fluctuations in the United States during the postwar period.
Also, Miron (1985) argues that weather shocks are an important source

2. See MeCalilum (1985) for a related criticism of the Kydland-Prescott analysis.



Real Business Cycles. 101

of variation in aggregate consumption. This strategy of attempting to
quantify the various shocks impinging on the economy may yield impor-
tant insights into the nature of real shocks underlying business cycles.

A complementary strategy is to assess empirically the relative impor-
tance of alternative types of shocks in the context of models that accom-
inodate various types of shocks. RBC theorists have not attempted to
assess the relative importance of monetary versus technology shocks, for
example. A comparison of the stochastic properties of these shocks may
lead to more convincing conclusions about RBC models than statements
about the absolute magnitudes of technology or preference shocks. In
models that accommodate monetary shocks, it would be possible to de-
compose the variation in output into variation attributable to monetary
and real shocks (assuming the model is identified). Then the theoretical
problem of characterizing the classes of economies and monetary poli-
cies for Which real allocations are well described by RBC models could
be addressed. To our knowledge, King and Plosser (1984) have come
closest to attempting such an exercise. However, they stop short of con-
structing a monetary model and evaluating the relative importance of al-
ternative shocks. Constructing a model at a plausible level of generality
and performing these calculations is admittedly a formidable task. Re-
cent work is just beginning to provide the necessary tools needed to
solve for the stochastic equilibria of monetary models (e.g., Lucas and
Stokey 1984). Nevertheless, simple illustrative monetary models can be
constructed, and it is this task to which we turn next.

3. An Equilibrium Business Cycle Model
Here we present an equilibrium business cycle model and discuss some
of its properties. The model is that of a monetary economy in which an-
ticipated monetary growth has real economic effects. Money is intro-
duced into the model using the construct of a cash-in-advance constraint
and this constraint is the only source of monetary nonneutrality in this
model. In particular, we abstract from frictions that might lead to sticky
prices or wages, and agents are assumed to have rational expectations.
The exclusion of these and other sources of frictions from the economic
environment should not be interpreted as necessarily reflecting a view
that other frictions are absent from modern economies. Rather, we are
intentionally constructing an economic model that is simple to analyze
and which allows us to discuss several pitfalls in interpreting the time-
series evidence that purportedly supports or refutes RBC models. Many
of our observations are valid for a much larger class of real and monetary
models than those examined explicitly.
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The monetary business cycle model that we consider is an extended
version of the RBC model discussed by Garber and King (1983) (which is
closely related to the model in Long and Plosser (1983)). Suppose that a
representative, competitive firm produces a nondurable consumption
good using the input;. The production function for is given by

(3.1)

where A a shock to the consumption good technology at date t. The
intermediate good depreciates at the rate of 100 percent when used in
production. The firm buys Xt from consumers in a competitive market at
the unit real price of Acquisitions of the input are made so as to maxi-
mize the expected discounted value of future profits. For our model, this
optimum problem simplifies to the following static optimum problem: at
each date t the firm chooses to maximize

— wa;. (3.2)

Profits of the firixj are returned each period to the shareholders in the
form of dividends,

The intermediate good, ;, is storable. The representative consumer
has an initial endowment of the intermediate good of k0. The law of mo-
tion for the consumer's holdings of the intermediate good at the begin-
ning of period t is given by

= — (3.3)

In equation (3.3), represents a stochastic shock to the storage
technology.

In addition to holdings of the intermediate good, the wealth of the rep-
resentative consumer indudes holdings of claims to the future cash
flows of the finn and money holdings. We shall let the number
of shares in the firm held by the consumer and denote the ex-
dividend real (money) price per share in the firm.

There are a variety of ways in which to generate valued fiat money in
theoretical models (see, e.g., the volume edited by Kareken and Wallace
(1980)). Following Lucas (1980, 1984), Townsend (1982), Lucas and Stokey
(1984), and Svensson (1985), we adopt the construct of a cash-in-advance
constraint. While this construct is known to have some undesirable char-
acteristics, analytically convenient and can be interpreted as arising
from a very special shopping time technology (e.g., McCailum 1983b).
The timing conventions for monetary transactions in this economy are
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assumed to be as follows. The consumer enters the period t with a pre-
determined cash balance M,, and a predetermined share, ;, of claims to
the dividends of the representative firm. He learns the realization of all
time t random variables and then chooses the quantity of intermediate
goods (Xf) to sell to the firm and the amount of consumption goods (ce) to
purchase at the dollar price Payment for the sale of; to the firm is
received in cash after the consumption decision. Therefore, the money
received (if any) cannot be used to relax the cash-in-advance constraint
in period t. It follows that goods purchases must obey the cash-in-
advance constraint

Mf. (3.4)

After the goods market is dosed, the consumer receives in cash his share
of dividends, where D1 is the money value of dividends at date t. In
addition, the consumer receives a lump sum monetary transfer from the
policy authority in the amount Finally, at the end of period t, money
and equity shares in the firm are traded. Thus, the evolution of the
nominal money holdings by the consumer are described by the equation

Mf + + + — P'c,] + + Dt]z, + + (3.5)

where W, is the per unit cash payment from the firm to the consumer for
supplying the intermediate good. Dividing both sides of equations (3.4)
and (3.5) by Pf yields the real relations

+ 1/Ps + + — + + + + Pr,, (3.6)

C, m,, (3.7)

where lowercase letters denote real quantities and; = We shall
henceforth assume that the constraint (3.7) is always binding. The con-
sistency of this assumption with the specification of other aspects of the
model will be discussed after we derive the equilibrium law of motion
for x,.

The consumer is assumed to choose contingency plans for x,, M, +
and z, so as to maximize the logarithmic intertemporal objective
function

(3.8)

subject to the constraints (3.3) and
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+ 7/Pr + +1 = + + + ;. (3.9)

In (3.8), E, denotes the expectation conditioned on agents' information
set at date t and the disturbance is a taste shock, which is assumed to
follow the process

= vi - laI E 1, (3.10)

where is normally distributed with mean zero, variance and is
not serially correlated.

The first-order conditions for this optimum problem are

{

/3 + 0, (3.12)

+ /3 + + i + = 0, (3.13)

where is the Lagrange multiplier associated with the constraint (3.9).
Substituting equation (3.11) into equation (3.12) gives

= (3.14)

Using (3.4), an equivalent way of writing (3.14) is

1 = (3.14')t+lCt+1J j

which has the following interpretation. By selling a unit of the intermedi-
ate good to the firm at date t the consumer receives dollars, which can
be used to acquire the consumption good at date t + 1. Therefore, the
benefits from providing are evaluated using the marginal utility of
consumption at date t + 1 + + On the other hand, postpone-
ment of the sale of x for one period yields the physical rate of return of
0, + 1from storage. At date t + 1 the consumer can then sell x for +

dollars, and these dollars can be used to purchase consumption
goods at date t + 2. Equation (3.14') states that in equilibrium the con-
sumer is indifferent between these two strategies. Notice that the timing
convention of our model implies that, in supplying the intermediate good
to the firm at date t for a per unit nominal price W,, consumers are ef-
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fectively contracting for an uncertain per unit real price of + at
date t + 1.

Equation (3.14) can be used to determine the equilibrium law of mo-
tion for once a money supply rule has been specified. We assume that

follows the process

= (3.15)

where is a vector of state variables that are known at date t. (Recall that
+ is known at the end of date t and is determined at date t — 1.)

Substituting equation (3.15) into equation (3.14) and using the cash-in-
advance constraint leads to

(316)
I J I + c, J

In equilibrium, = 1 (all equity claims are held) and c, = y, (con-
sumption equals output). Also, the first-order conditions to the firm's
optimum problem imply that the real price of the intermediate good
equals the marginal product of the good in production:

= a - 1 (3.17)

Imposing these equilibrium conditions and using equation (3.16) gives

E I 1 — E 318—
+

f(s is in agents' information set at date t, it is straightforward
to verify that

= (3 x - — - (3.19)

satisfies equation Therefore, equation (3.19) is the equilibrium
law of motion for Taking logarithms of both sides of equation (3.19)
gives

enx, = + €n[/3 pa - 1 -' + — enf(sj). (3.20)

3. In solving for we have followed the common practice of not imposing non-negativity
constraints on the capital stock Whether or not this constraint is binding in practice
will depend art the distribution of the shocks and the particular realizations in the cur-
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More general linear time-series representations for could easily be
accommodated; they would only complicate the manner in which prefer-
ence shocks enter equation (3.20).

Before proceeding with our discussion of equation (3.20), it will be
instructive to discuss briefly whether the assumption that the cash-in-
advance constraint is always binding is consistent with our assump-
tions about the distributions of the exogenous shocks. In the context of
our model, the cash-in-advance constraint is binding if and only if the
nominal interest rate on a one-period pure discount bond that pays off
one dollar is positive. Thus, to theck for consistency we must verify that,
having imposed the constraint, the nominal rate implied by the model is
in fact positive. The rate of return on a one-period nominal bond in this
environment is given by4

+ = - — 1.

In the absence of preference shocks, a necessary and sufficient condition
for + 1to be positive is that the growth rate of money, f(s1), exceed 13.
We used the growth rate of MI as a measure of in our empirical
analysis. Interestingly, for the sample period 1949:1 through 1983:6, this
measure of f(s,) exceeds .995 (a plausible value of /3 for monthly decision
intervals) in all but five months. More generally, the assumption that

> 0 imposes restrictions on the joint distribution of the taste
shock, and f(s,).5

From equation (3.15) we see that the growth rate in the money supply,
— is equal to It follows that changes in the

growth rate of the money supply affect the consumer's decision rule for

rent period. One way of obtaining a solution for which the constraint never binds is to
assume that in equilibrium is proportional to k, with the proportionality factor being
in the interval (0,1). This is the approach taken by Garber and King (1983) for their real
economy. It turns out that the two approaches yield the same law of motion for Xt for the
real economy in the absence of taste shocks, but they differ when taste shocks are
present. In practice, neither solution may be strictly correct for the chosen distributions
of the shocks under a non-negativity constraint. Fortunately, our key points about the
properties of real versus monetary business cycle models emphasized subsequently are
not sensitive to which solution is studied.

4. This relation is derived by introducing one-period bond holdings into the consumer's
budget constraint and deducing the first order conditions for this modified optimum
problem without assuming that the cash-in-advance constraint is always binding.

5. Throughout this paper the assumption that is lognormally distributed is made
only for convenience; none of our qualitative conclusions depend on this assumption.
The expression for implied by our model when the distribution of is left un-
specified is identical to the expression in the text, except that is replaced by

I.
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supplying the intermediate good. The dependence of on monetary
growth, in turn, implies that equilibrium output and dividends are also
affected by monetary policy. As is typical of models with cash-in-advance
constraints, increases in the grc)wth rate of money decrease output.
A similar property often emerges in corresponding models in which
money is introduced directly as an argument of the agent's utility func-
tion or through a shopping time transactions technology. Lucas (1985)
has conjectured that a positive relation between money growth and out-
put growth may obtain with the addition of informational imperfections
to models with cash-in-advance constraints. The qualitative nature of the
major conclusions drawn subsequently from equation (3.20) and our em-
pirical findings are not sensitive to whether the sign of the effect of
money on output is positive or negative. What is crucial is that money
affect real activity through more than just the current innovation in
money.

Notice that real allocations in our monetary economy are unaffected
by permanent and proportional increases in either the level or the growth
rate of the money supply. Thus, this monetary model displays the prop-
erty of superneutrality. The result that a once-and-for-all change in the
level of the money stock has no effect on output was derived in a more
general setting by Lucas (1984). The stronger result that money is super-
neutral will typically not obtain in models in which consumers make non-
trivial labor supply decisions as well as consumption decisions.

Examination of the logarithms of equations (3.1), (3.17), and (3.19) re-
veals several interesting characteristics of the model set forth above:

€nx1 = + ± en; - i + (a — 1)env, +
+ enf(s, - — enf(s,), (3.21)

= aenx, + (3.22)

ena + (a — 1)€nx, + (3.23)

Notice first of all that output is a function of both (through
and X This is an illustration of the more general principle that sectoral
shocks associated with the production of intermediate goods will have a
cumulative effect on final output. Furthermore, if these shocks are posi-
tively correlated, then the variance of the sum will exceed the sum of the
own variances. That the "aggregate" technological shock impinging on
final output represents such a combination of shocks may affect what is
perceived to be a plausible value for the variance of the shock to final
output.
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Equations (3.21)—(3.23) also illustrate the well-known, but often ig-
nored, fact that trends in the endogenous variables may be intimately
related. Simply put, this is because all of the endogenous variables are
functions of subsets of the same set of taste and technology shocks and
trends enter the model primarily through these shocks. It turns out that
many of our statistical results using VARs are not insensitive to the as-
sumptions about the nature of trends in the variables examined. The
sensitivity of estimates from multivariate autoregressive representations
to the method of detrending has been noted previously by Kang (1985)
and Bernanke (1985). In section 5 we use equations (3.21)—(3.23) to in-
terpret the sensitivities of our results to the specifications of trends.

Having deduced the equilibrium laws of motion for the real quantities
in our monetary model, we turn next to an investigation of conditions
under which an RBC model provides an accurate approximation to this
economy.

4. Interpreting Bivariate VARs using
Monetary and RBC Models
As background information for comparing the properties of the rnone-
tary and RBC models, it is instnzctive to examine some empirical evi-
dence. Accordingly, we begin with a discussion of the findings from
estimating bivanate autoregressive time-series representations of output
and money growth. A much more comprehensive set of empirical re-
suits is discussed in section 5.

The Granger causality relations between output and money were in-
vestigated using monthly data for the U.S. economy over the sample pe-
riod February 1949 through June 1983. Output was measured by the
Industrial Production Index constructed by the Federal Reserve Board.
Money was measured by Ml and was obtained from the CITIBASE data
tape. Table 4.1 displays the results for the growth rate of output (the dif-
ference in the logarithm of industrial production) and the second dif-
ference in the logarithm of Ml. The second difference of the money
stock was used, because this is the empirical counterpart to the construct
appearing in the expression for in section 3. Both and

were assumed to be covariance stationary stochastic pro-
cesses. (The issue of trends is discussed in more detail in section 5.) All
VARs included twelve lags of each variable and a constant. In none of the
five sample periods considered does Granger cause at
the one percent level. And only in the sample period 1959:2—1983:6 does

Granger cause Mny, at the five percent level. Though not re-
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ported in table 4.1, the corresponding results obtained with +

place of + 1were virtually identical.
These results could plausibly be interpreted as evidence in favor of the

view that RBC models provide accurate characterizations of the behavior
of real quantity variables for this sample period. The remainder of this
section explores ways in which this interpretation of the evidence can be
reconciled with economic theory and ways in which advocates of various
models can be misled by this evidence. In subsection 4.a we study a ver-
sion of the model from section 3 in which no cash-in-advance constraint
is imposed. In addition, we deduce conditions under which real alloca-
tions from this RBC model correspond to those in the cash-in-advance
economy. Subsection 4.b explores the possibility of RBC models pro-
viding an accurate, though not exact, approximation to the monetary
economy.

4.a. AN RBC MODEL

Consider the following version of the economy of• section 3 in which
agents do not face a cash-in-advance constraint. Suppose that agents
face the period budget constraint

c1 + z1 +1 = (d, + + w1 (4.1)

Table 4.1 DECOMPOSITION OF VARIANCE OF

49,2—83,6 52,1 —79,12 52,1 —83,6 59,2—79,12 59,2—83,6

93 94 92 92
(4) (4) (4) (5)
7 6 8 8
(4) (4) (4) (5)

87
(6)
13
(6)

Probability Values: Granger causality of
0.00 0.00 0.00 0.00

.158 .189 .185 .230
0.00
.029

Probability Values: Granger causality of
.035 .024 .025 .079

0.00 0.00 0.00 0.00
.028

0.00

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogon.
alized innovations in the listed variables. The order of orthogonalization is as listed. Standard errors are
displayed in parentheses.
b. denotes the growth rate of industrial output at time t and denotes the change in the
growth rate of the stock of money at time t.
c. Probability values for the null hypothesis that the lagged coefficients of the given variable in the re-
gression equation for are zero.
d. Probability values for the null hypothesis that the lagged coefficients of the given variable in the re-
gression equation for are zero.



110 EICHENBATJM & SINGLETON

In this economy the consumption good is the numeraire and agents are
• paid in consumption goods for supplying the intermediate good to the

firm. Payments during period t are available for immediate consumption
• during period t. Also suppose that the representative consumer chooses

contingency plans for x,, and so as to maximize the logarithmic
intertemporal objective function (3.8) subject to the constraints (3.3) and
(4.1). In equilibrium, ; = 1 (share market clears), y, = (consump-
tion equals output),

+ = Yt (4.2)

(dividends plus factor costs exhaust output), and the supply and de-
rnand of the intermediate good are equilibrated, so that equation (3.17)
holds. Imposing these equilibrium conditions and using arguments simi-
lar to those leading to equation (3.19) yields the following laws of motion
for the quantity variables:

= ; - (4.3)

= (4.4)

= (1 — a) (4.5)

where the last expression follows from equation (4.2).
The equilibrium laws of motion for ; in the monetary and nonmone-

tary economies, given by equations (3.19) and (4.3) respectively, differ by
the multiplicative term - and the dating of the preference
shock v. The latter difference arises because cash payments received at
date t from the sale of the intermediate good to the firm cannot be used
to acquire the consumption good until date t + 1 in the monetary model.

When will the real allocations be identical in. the monetary and non-
monetary models described above? The difference between the dating of
the preference shock in the law of motion for will trivially be inconse-
quential if preference shocks are absent from the model. Most of the RBC
models that have been studied to date do exclude preference shocks. Al-
ternatively, if the preference shock follows a logarithmic random walk
(a = 1), then again this shock will not appear in the law of motion for
x1. Additionally, the monetary term in equation (3.19) must be zero.
This will be the case if the monetary authorities follow a constant growth
rate rule. Under these circumstances, equations (3.19) and (4.3) give the
same equilibrium laws of motion for This, in turn, implies that the
real equilibrium for the real and monetary models are identical, since



Real Business Cycles• 111

and c1 are proportional to in both economies. Given that a = 1, a con-
stant monetary growth rate is both necessary and sufficient for the real
allocations to be identical in these economies. In addition, it can be shown
that formulas for asset prices and relative prices of goods are identical in
the monetary and RBC models under these assumptions.

4.b. COMPARING MONETARY AND REAL BUSINESS CYCLE MODELS

Now, in fact, the monetary growth rate has not been constant over the
postwar period. In our view, this observation alone is not sufficient to
dismiss an RBC explanation of aggregate fluctuations. The extreme case
of monetary policy having no impact on real allocations, what we wifi
refer to as the strong RBC hypothesis, is presumably not what most pro-
ponents of RBC theories have in mind when arguing that RBC models fit
the data. Instead, such claims are more plausibly interpreted as state-
ments about the insensitivity of real allocations to the current structure
of financial institutions, and the insignificance of exogenous shocks to
the money supply relative to exogenous real shocks. We refer to this
latter interpretation as the weak RBC hypothesis. Initially we discuss
conditions under which measures of monetary growth are not likely to
Granger cause the growth rate of output under the weak RBC hypothe-
sis, Then, circumstances under which measures of monetary growth
Granger cause the growth rate of output are discussed.

In our illustrative monetary model, the equilibrium quantities will be
approximately unaffected by exogenous money supply shocks if the
change in the growth rate of money is not too variable relative to prefer-
ence and technology shocks. Under this condition, the last term in ex-
pression (3.21),

enx, = +. + enx, - 1

+ (a — + eno, — &enM, + 1' (4.6)

can be ignored. The corresponding expression from the RBC model set
forth in section 4.a is

ertx, = en$ + + enx, - + (a — - + (4.7)

Comparing equations (4.6) and (4.7) we see that when technology and
taste shocks predominate the two laws of motion are nearly identical, the
only difference being the dating of the preference shock. Thus, whether
or not a = 1, the RBC model will provide a reasonably good approxima-
tion to the monetary economy under this assumption about monetary
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growth. Furthermore, for the sample sizes typically considered in macro-
economic time-series analyses, money may not Granger cause output in
this system due to statistical power considerations.

It seems difficult to reconcile the absence of Granger causality from
money to output with the opposing view that monetary policy shocks
contributed significantly to the variability of output during our sample
period. Within the model of section 3, one such reconciliation is achieved
by assuming that + is serially uncorrelated (monetary growth
follows a random walk). Then the last term in equation (4.6) is serially
uncorrelated. Consequently, money will not Granger cause output in the
bivariate system + 1].This will be the case even though
money shocks affect output and may have a large variance relative to real
shocks. The assumption that the change in the monetary growth rate is
serially uncorrelated is counterfactual, however (see table 4.1).

More generally, suppose that the monetary growth rate is chosen by
the policy authorities to follow the process

+' = 71 -i + Yz eny, -2 + 73 AenM, +
= (1 — y3L)—'[y1€ny, -' + y2eny, - 21 + (1 — y3L)—' (4.8)

where < 1, is a random shock to the policy rule in period t that is
independent of the preference and technology shocks, and L is the lag
operator. Taking the first difference of the output equation (3.22) and
substituting equation (4.8) for A2€nM, + and ignoring constant terms
gives the following equations:

Mny, = a[(a — 1)€nv1 + — (1 — 73L)' {Yi A€ny, -
+ 72 Mny, - + A€nA, — a(1 — y3L)1 (4.9)

+1 = (1 — 73L)-'[71 A€ny, - 2 + (4.10)

In this example, ÷ will not Granger cause Mny, only under the
special assumptions that = ü in equation (4.8) and the composite
shock [(a — 1)env, + €nO, + + is serially uncorrelated.
The assumption that the projection of A2€nM, onto its own history
and the past history of Mny, is not a function of - j 0, is
counterfactual. Also, we are not aware of any compelling scientific evi-
dence that strongly suggests that either the changes or levels of the taste
and technology shocks are white-noise processes.

Of course, if the variance of the monetary policy shocks are small rela-
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tive to the variances of the real shocks, then money may not Granger
cause output even though + is highly variable. In particular,
suppose that the variance of (1 — 73L) - is small relative to the vari-
ances of the terms involving the other shocks, so that the monetary pol-
icy shock is not an important independent source of variation of output
in this model. Then inspection of equation (3.22), (3.23), and (4.9) re-
veals that monetary growth may fail to Granger cause output in the
multivariate system + This scenario pre-
sumably motivates RBC analyses.

While it is necessarily true that real shocks should be the focal point of
business cyde analyses if monetary shocks are relatively unimportant,
as the bivariate VARs suggest, it is premature to conclude that RBC models
correctly represent the structure of the economy. The economic environ-
ment leading to the use of fiat money as a medium of exchange may be
very different from the economic environment underlying RBC models.
That is, modern institutional arrangements are associated with market
structures very different from the structures adopted in RBC models
and hence monetary models may have very different sources of en-
dogenous dynamics.

To illustrate this point, consider again the output equation (4.9) associ-
ated with the money supply rule (4.8). Suppose that the linear combi-
nation of the taste and technology shocks in equation (4.9) is serially
uncorrelated. The persistence in output is then due entirely to the fact
that the monetary policy rule feeds back on lagged output growth; there
is nothing technological about this persistence. Yet an RBC theorist might
explore non-time-separable specifications of technology and preferences
in order to induce autocorrelations similar to those implied by equation
(4.9). it seems likely that RBC models could be developed with suffi-
ciently rich specifications of preferences and technology to match the au-
tocorrelations of output quite dosely. For, as we have noted, low-order
stochastic difference equations are often acceptable representations of
economic aggregates. But inferences about the structure of the economy
using an RBC model could be very misleading. It follows that policy
analysis using the RBC formulation of the economy could lead to mis-
guided policy prescriptions.

As a second example of this phenomenon, suppose that is
set so as to substantially attenuate (or completely offset) the impact of
certain shocks on Then the time-series properties of will be
determined by.the remaining shocks in equation (4.6) and money growth
may not Granger cause output growth. Nevertheless, the properties of

are dearly affected by the particular feedback rule adopted by the
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monetary authorities. We suspect that a version of this scenario could be
developed in which lagged values of also were useful in pre-
dicting

Up to this point we have focused on situations in which money growth
does not Granger cause output growth. in anticipation of empirical re-
suits using linearly detrended data reported in section 5, we briefly ex-
plore structural interpretations of a Granger causal relation from money
to output. The most straightforward interpretation of such a statistical
relation is that in fact monetary policy actions are important determi-
nants of aggregate real activity. On the other hand, a statistical relation
between money and output may reflect the fact that money is proxying
for unobserved shocks to tastes and technologies. That is, if there are
more aggregate shocks to preferences and technology than real variables
induded in the VAR, then in general + will Granger cause the
real variables. This is the interpretation of money-output correlations
adopted by Litterman and Weiss (1985).

To illustrate a signaling role for money, consider a trivariate VAR of
Mny1, arid + In our model, when a I there are three
real shocks, so if monetary growth follows a feedback rule like equation
(4.8), then + will convey information about (Mny1, Mnx1] that
is not embodied in the past histories of the quantity variables. Thus,
money will Granger cause output in this setting even if monetary policy
shocks are absent from the model. On the other hand, when a = 1,

there are only two real shocks so that the vector of quantities will not be
Granger caused by monetary growth if the variance of the monetary
shock is small.

We now examine the question of what proportion of the variance of
output is accounted for by innovations in nominal aggregates. Attempts
to answer this question raise additional questions regarding the inter-
pretation of VARs. We begin by describing a procedure proposed by Sims
(1980b) for calculating variance decompositions and then review an im-
portant objection to the procedure which has been raised by Blanchard
and Watson (1984) and Bernanke (1985), among others. These issues
are intimately connected with the set of circumstances under which
Granger-causality tests can be used to shed light on structural, rather
than statistical, issues.

Let = [S'11. where S11 is a j x 1 vector of real variables and
is a (k — j) x 1 vector of nominal variables. We suppose that S1 has the
vector autoregressive representation,

G(L)S1 = (4.11)



Real Business CycI es 115

where G(L) is a k x k matrix polynomial in the lag operator L, I +
G1L + G2L2 +... which satisfies the irivertibility conditions, and
is a k x I vector of serially uncorrelated disturbances which may be
contemporaneously correlated. In general the elements of the vector
will be nonlinear functions of the innovations to agents' preferences,
productivity shocks and nominal disturbances. Suppose that the analyst
estimates the parameters of G(L) and the contemporaneous covariance
of

= (4.12)

The analyst wishes to partition the variance of the T-step ahead forecast
error of a particular element of into the portions attributable to innova-
tions in the different components of

Suppose that the forecast error variance of interest is that of the first
component of S11. Let L1 be the 1 x k row vector with 1 in the first
place and zero elsewhere. Also let S, denote the moving aver-
age representation of where M(L) is a k x k matrix of polynomials in
the lag operator which satisfies the invertibility conditions and M(L)G(L)
= I, with I being the k x k identity matrix. Then the T-step ahead fore-
cast error of can be written as

— + = + r — M1a1 + — . . . —M,. — + (4.13)

The variance of the T-step forecast error of is equal to

E{1S1, + — +
J2} = ± ± (4.14)

1' = Oj 1 1= 1

where M?(i,j) is the ijth element of the matrix M1,
If is diagonal, then the percentage of the variance in the T-step fore-

cast error of S1, due to innovations in the variable, is

T— 1

(4.15)
± ±?_0 )=1

As T approaches infinity the variance of the T-step ahead forecast error
of S11 converges to the unconditional variance of S11. Accordingly, the
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percentage of the unconditional variance of which is attributable to
innovations in is well approximated by calculating (4.15) for large
values of T.

In general, the matrix is not diagonal, so that some set of normal-
izations or identifying restrictions must be imposed on the system be-
fore a decomposition of can be calculated. More precisely, we define a
new set of error terms

= (4.16)

with F chosen such that

= = = (4.17)

and is a k x k diagonal positive definite matrix. Then equation
(4.11) and

G(L)S1 = (4.18)

are observationally equivalent representations of In general there are
an infinite number of matrices F that satisfy equation (4.17), so normaliza-
tions must be imposed before calculating variance decompositions.

The method suggested by Sims (1980b) for decomposing the vector
into orthogonal components (i.e., for choosing a particular matrix F) is to
proceed with a particular ordering of the elements of and restrict at-
tention to the class of matrices F which are lower block triangular. This
amounts to setting the off-diagonal elements of the Jth row of F' equal to
minus the coefficient on from the projection of the Jth element of s, on
elements 1 throughj — 1 of s,, (1 = 1,. . ., j — 1). In general the matrix
F depends on the ordering of the variables. Once the matrix F has been
chosen we can substitute = into (4.15) to achieve the desired de-
composition. Notice that if is diagonal then there is a unique matrix
F = I which satisfies equations (4.16) and (4.17). As Sims (1980b), Blan-
chard and Watson (1984), Bernanke (1985), and Cooley and LeRoy (1985)
have noted, this procedure for choosing the matrix F presumes that the
structural model for is recursive when is not diagonal.

In the context of the following example, we discuss the pitfalls of
Sims's procedure when applied to àur problem. Consider again the rep-
resentation (4.9) for Relation (4.9) implies that the innovation to
the growth rate of output will be a linear combination of the innovations
to agents' preference shocks, sector-specific technology shocks, and the
change in the growth rate of money. In order to make our example as
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simple as possible we concentrate on a bivariate time series representa-
tion for and + and simplify the stochastic structure
of the model. Suppose that preference shocks follow a random walk
(a = 1), 0, = 1, and the law of motion for the technology shock is
given by

= (4.19)

where D(L) 1 — 14(L) is an invertible polynomial in the lag operator,
d(L) = (d1 + d2L + d3L2 + . . .), and is a serially uncorrelated ran-
dom variable. It is convenient to modify relation (4.6) by replacing the
term + by th2€nM, + where When z = 1, we obtain
the monetary model of section 3. When z = 0, we obtain the RBC
model.discussed in section 4.a that imposes the strong RBC hypothesis.
Under these assumptions, (again ignoring constant terms), the law of
motion of MnY, becomes

Mny, = MnA, — zap.,, (4.20)

where p., + Substituting equation (4.19) into equation (4.20)
and rearranging, gives

= - — Zap., + - + (4.21)

Next, suppose that the monetary authority sets the change in the mone-
tary growth rate according to the feedback rule

p., = + f(L)p., - + + (4.22)

where e(L) and f(L) are scalar invertible polynomials in the lag operator
L, x is a scalar constant, and is a serially uncorrelated random vari-
able. We assume that and are contemporaneously uncorrelated.

Relations (4.21) and (4.22) imply that Mny, and p., have the bivariate
VAR representation

Ii —zal Id(L) zcxd(L)1 k€ny, ii + (4 23
L J L° 1] Le(L) f(L)J - J

where

Ie,,1 = Ii — ZaX zal 1€At1. (4.24)
L82,J LX 1J
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Suppose the analyst estimates the VAR equation (423) and has in hand
estimates of the three parameters of For this economic model is a
function of four parameters: za, x, and where the last two pa-
rameters are the variances of and respectively. It follows that the

V parameters of the innovation covariance matrix cannot be identified sep-
arately from the parameters of the regression equation. This, in turn,
implies that the methods proposed by Blanchard and Watson (1984), Ber-
nanke (1985), arid Sims (1985) for analyzing innovation covariance ma-
trices are in general not applicable to dynamic economic models. Put
differently, proponents of this approach are implicitly ruling out a large
and important class of dynamic economic models as candidates for ex-
plaining business cydes.

Pursuing this observation, suppose that the empirical evidence sug-
gests that is not Granger caused by Within the context of equa-
tion (4.23), this implies that zcx = 0 unless we are in the counterfactual
case where d(L) is identically equal to f(L). Setting z = 0 leads to the
structural model

= FdL 01 kenyg - '1 + I 1 (4 25)
L J Le(L) f(L)J L J•

The model (4.25) has three important features. First, it corresponds to
the RBC model of section 4.a. Second, it exhibits a block recursive struc-
ture between the real and monetary sectors. Third, implementing Sims's
procedures for orthogonalizing the covariance matrix of the innovations
in a bivariate VAR by placing Mny, before would uncover the true
orthogonal shocks of interest. It is worth emphasizing that the justifica-
tion for the ordering of the variables in this example depends critically
on the assumed pattern of Granger-causality results. For the RBC model
in section 4.a, imposing the Granger noncausality of output by money
identifies the parameters of the matrix There is no natural way to
separate the identification of from the specification of the structure in
this dynamic model.

Recall that the findings in table 4.1 provide little evidence that is
Granger caused by Therefore, consistent with the previous
discussion, we implemented Sims's procedure for decomposing the vari-
ance of by placing before + All of the variance de-
compositions are for forty-eight-month-ahead forecast errors (T = 48).
Table 4.1 displays the decompositions and their associated standard er-
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rors.6 Notice that for all the sample periods considered the innovation in
+ accounts for very little of the variance of In four of

the five sample periods considered the percentage of the variance of
explained by innovations to is within one standard error of

95 percent. Even in the sample period 1959:2—1983 :6, where
Granger causes at the 5 percent level, the percentage of the vari-
ance of accounted for by innovations in Mny, is within one stan-
dard error of 90 percent. Viewed as a whole, the empirical results
emerging from the bivariate time series analysis yield very little evidence
against the weak RBC

In section 5 we analyze VARs that indude additional variables as a
check on the robustness of the qualitative findings from the empirical
analysis of the bivariate VARs. In decomposing the variance of the growth
rate of output we proceed under the null hypothesis imposed by the
strong RBC hypothesis that there is a block recursive structure between
real and nominal variables.

5. Interpreting the Evidence from Vector Autoregressions
Much of the recent empirical evidence that has been used to support or
refute RBC models has come from studying vector autoregressive or
moving average representations of the variables comprising the models.
See, for example, Sargent (1976), Sims (1980a, 1980b), King and Plosser
(1984), Altug (1985), and Bernanke (1985). In this section we examine the
empirical evidence from multivariate VARs in light of the discussion in
section 4, using monthly data for the postwar U.S. economy.

At the outset of this discussion it is important to explore in detail the
role of detrending in the empirical analysis. As noted in section 3,
eral authors have documented the sensitivity of the results from estima-
ting unconstrained VARs to the assumptions about trends. At the same
time, previous studies have virtually ignored the fact that the trends are
determined both by the specification of the underlying uncertainty in
the economy and the structure of the economic model itself. Therefore,

6. Standard errors of all variance decompositions reported in this paper were computed
using the Monte Carlo procedure described in the RATS manual, page 17-3. Let b denote
the estimated VAR coefficient vector and let V denote the estimated covariance matrix of
the residuals in the VAR. Suppose that the VAR disturbances are i.i.d. and normally dis-
tributed. Then the posterior distribution of (b,V) is Normal-Wishart (see Zeilner
(1971)). Two hundred draws were taken from this distribution and the variance decom-
position of the 48-month-ahead forecast error implied by each draw was calculated. The
reported standard error is the square root of the sample variance of the estimated vari-
ance decompositions from the two hundred simulations.
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how one detrends is in general not independent of one's view about the
structure of the economy. This observation represents an additional rea-
son why it is not possible to embark on an empirical analysis of business
cycle models using VARs without implicitly or explicitly restricting the
class of models being investigated. We briefly illustrate the nature of
these restrictions using the models of section 3.

Different specifications of preferences and technologies, as well as
the laws of motion for the exogenous shocks, will in general lead one to
consider different autoregressive representations of the data. For in-
stance, had we started with quadratic preferences and technologies, a
linear representation of the levels of the variables, instead of their log-
arithms, would have emerged from the model. The question of whether
trends are deterministic or stochastic would then have been addressed
to the levels of the variables. Rather than working out in detail some
of the many possible time-series representations that might emerge
from alternative specifications of preferences and technologies, we con-
tinue to focus on the log-linear representation that emerges from the
model in section 3. Even holding fixed the specifications of technology
and preferences, it turns out that many possible trend specifications may
arise in our model from alternative specifications of the structure of
uncertainty.

To see this, it is convenient to work with a special case of the monetary
model given by equations (4.9) and (4.10). Suppose the monetary policy
rule is given by

= p -' + (5.1,)

There is no deep economic significance to having monetary growth de-
pend on the intermediate good. This specification allows us to make our
points without extensive additional calculations using alternative sped-
fications of the model. Substituting equation (5.1) into equation (3.21)
gives (ignoring constants):

= (1 — - + (a — + €nO, — (5.2)

The expressions (3.22) and (3.23) for and respectively, are
unchanged. Notice that the coefficient on - in equation (5.2) is de-
termined both by the specifications of the storage technology for the in-
termediate good and the monetary feedback rule. If p < 0, then enx,
will be an explosive process and so will and In this case, nei-
ther the removal of a deterministic polynomial trend or flrst-differencing
will render the logarithm of output stationary! Similar examples of
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potentially explosive processes for output are easily constructed by re-
laxing the assumption of independent taste and technology shocks.
Also, we conjecture that an explosive output process may well emerge in
models with increasing returns to scale in production. For instance,
some specifications of learning-by-doing might generate such an increas-
ing returns to scale technology.

If, on the other hand, 2 > p > 0, then the trend in will be deter-
mined by the properties of €nO,, For instance, if a subset of
these variables exhibits linear deterministic trends and the other vari-
ables are stationary stochastic processes, then the logarithms of output,
consumption, and the price of the intermediate good will also exhibit lin-
ear trends. An assumption like this must implicitly underlie the com-
mon practice of removing linear trends. This result depends critically on
the specification (5.1) of the money supply rule. If p = 0, then removing
linear trends from will not .render these variables sta-
tionary (see below). It would be necessary in this model to adopt an en-
tirely different specification of the storage technology to preserve the
linear trend assumption.

If 2 > p > 0 and and are all stationary, then eny,
will also be stationary. At least for the postwar period, the evidence
seems not to support this assumption about trends.

Finally, returning to the original specification of the model, if p = 0,
then there is a unit root in the process for If the technology shock
enx, also has a unit root and env1 and are stationary processes, then

and Mnw, are all stationary stochastic processes. This case
is of particular interest since Prescott (1986) has argued that the technol-
ogy shock in his model approximately follows a random walk. Also,
Altug (1985) found that the estimated autoregressive parameter in her
time-series representation of the technology shock was essentially unity.
Third, Nelson and Plosser (1982) have argued that many real macroeco-
nomic time series must be differenced to induce stationarity. In our work
we consider only the possible need to first-difference output. However,
the need for higher order differencing could be justified by introducing
unit roots into the €nv, or processes.

With these observations in mind, we turn next to an empirical analysis
of monthly data for the postwar period. Let S7 denote a k X I vector of
variables observed by the econometrician. In light of our previous dis-
cussion regarding trends, we assume that is related to the k X I co-
variance stationary stochastic process, S,. via one of the following two
relations:

S7 = S, + Ag(t), (5.3a)
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or

— - = (5.3b)

where g(t) is a scalar valued deterministic function of time and A is a
k x k matrix of constants, and has the autoregressive representation
(4.11). As before, we partition the vector as

S, —r' 'i
— L U' 2ti'

where is a j x 1 vector of real quantity variables and is a (k — f)
x 1 vector of relative prices and nominal variables.

Initially, we address the question of whether nominal aggregates have
predictive power for aggregate real output, once lagged outputs are ac-
counted for. Trivariate VARs, induding measures of aggregate real out-
put, the rate of inflation, and the stock of money were examined. That is,

= iTs, (5.5)

where denotes the rate of inflation between time t — 1 and time t.
(Recall that + chosen at date t.) Similar VARs were studied by Sims
(1980a) and Litterman and Weiss (1985). In order to allow comparisons
with the latter study, the components of were taken to be monthly
versions of the data used by Litterman and Weiss over the sample period
1949:2—1983:6. The variable was measured as industrial production,
M, was measured as Ml, and was measured as the monthly change
in the logarithm of the consumer price index less shelter. Seasonally ad-
justed versions of the money, price, and output series were used.

Recall that Sims and Litterman and Weiss estimated their VARs using
levels of variables. Sims does not discuss the trend issue, while Litter-
man and Weiss note that their findings are largely insensitive to whether
or not linear trends are removed. Their approach amounts to running a
VAR using data on rather than Here we investigate the sensitivity
of Litterman and Weiss's Granger-causality findings to both changes in
the sample period, and the removal of linear deterministic trends or first-
differencing the data.

Five sample periods were considered: 1949:2—1983:6; 1952: 1—1979:
12; 1952:1—1983:6; 1959:2—1979:12; and 1959:2—1983:6. All VARs in-
cluded twelve lagged values of each variable and a constant. Table 5.1
displays the test results for the null hypotheses that the coefficients on
lagged values of and and HM, respectively) in the eny,
equation are zero in the context of the trivariate VAR for (equation
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(5.5)). The null hypothesis HM is rejected at the 1 percent level for the
sample periods 1949:2—1983:6 and 1959:2—1983:6, but not for the other
three sample periods. The null hypothesis I-Ia is rejected at the 1 percent
level only for the period 1959:2—1979:12. There is substantially more
evidence against the null hypothesis HM at the 5 percent level; HM is re-
jected at this level for all five sample periods.

Table 5.2 reports the corresponding tests for with given by
(5.3a). The matrix A was chosen to be the 3 x 3 identity matrix, and the
function g(t) was given by

g(t) = a + bt. (5.6)

Thus the inputs into the VAR were the linearly detrended values of
ir, and ertM, + denoted by €ny, ir, and respectively. Let

denote the null hypothesis that the coefficients on lagged values
of €nM + (rr) in the eny; equation are zero. It is interesting that the
strongest evidence against from the post-1959 sample periods.
For these subperiods, is rejected at the 1 percent level. The null
hypothesis is not rejected at the 5 percent significance level for any of
the subperiods.

The results of table 5.2 are based on a decomposition of the move-
ments in into secular and cyclical components. Secular movements

Table 5.1 DECOMPOSITION OF VARIANCE OF

49,2—83,6 52,1—79,22 52,1—83,6 59,2—79,12 59,2—83,6

lnyjb

ir,

mM,41

41
(13)
25

(14)
34

(12)

27 28
(11) (13)
64 59

(14) (16)
9 13
(7) (8)

12
(8)
79

(12)
9
(8)

20
(11)
67

(14)
13
(8)

lny, 0.00
Probability values for

0.00 0.00 0.00 0.00
ir, .414 .201 .578 .009 .127
mM,41 .003 .019 .017 .032 .006

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogon-
ahzed innovations in the listed variables. The order of orthogonalization is as listed. Standard errors are
displayed in parentheses.
I,. denotes the in of industrial output at time t, ir, denotes the inflation rate between time f—i and
time f. and lnM,+1 denotes the In of the stock of money at time 1.
c. Probability values for the null hypothesis that the coefficients of lagged values of variable x in the
regression equation for my, are zero.
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were modeled as deterministic functions of time. A number of authors
like Nelson and Plosser (1982) have argued, on statistical grounds, that
many macroeconomic time series display stochastic rather than deter-
ministic time trends. Given the weak power of existing statistical tests
for detecting the presence of unit roots in time-series processes, it is not
clear that these issues can be settled on purely statistical grounds (see for
example the discussion of Nelson and Plosser (1982) in McCallum
(1985)). However, we are sympathetic to the possibility that a variety of
aggregate time series are members of what Nelson and Plosser (1982) call
the dass of difference stationary stochastic processes. Moreover, several
of the models in sections 3 and 4 are consistent with the presence of a
unit root in the autoregressive component of the time-series representa-
tion for the logarithm of real output. Therefore, we reestimated the tn-
variate VARs, allowing for the possibility that the data display stochastic
trends. However, we made no attempt to decompose the movements in
real output (or the other components of into secular and cyclical com-
ponents, because we did not wish to impose the a priori restriction that
nominal disturbances affect only the cyclical component of real output.

Table 5.3 displays the results of testing the null hypotheses that the
coefficients on lagged values of and in the equation

and respectively) are zero. The trivariate VARs were estimated
• using observations on with and related via equation (5.3b). The

Table 5.2 DECOMPOSITION OF VARIANCE OF

49,2—83,6 52,1—79,12 52,1—83,6 59,2—79,12 59,2—83,6

lny?tb 83 45 62 29 42

ire'
(10) (12) (12) (9)

6 36 22 48
(11)
25

• (8) (13) (12) (14) (13)
11 19 17 23
(7) (10) (9) (10)

33
(10)

Probability values for the null hypothesis Hi"
0.00 0.00 0.00 0.00 0.00

ire' .912 .246 .703 .090 .342
.171 .010 .117 .004 .001

a. Entries give the percentage of the forecast error in the error variance accourtted for by the orthogon.
alized innovations in the listed variables. The order of orthogonalization is as listed. Standard errors are
displayed in parentheses.
b. denotes the detrended In level of industrial output at time t, denotes the detrended rate of
inflation between time t—l and time I, and in denotes the detrended In level of the stock of
money at time f.
c. Probability values for the null hypothesis that the coefficients of lagged values of variable x' in the
regression equation for are zero.
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matrix A was chosen to be the 3 x 3 identity matrix so that is simply
equal to A striking feature of the results is that neither or
Ha,. is rejected at the 5 percent level for any of the postwar sample peri-
ods. These results stand in sharp contrast to those reported in tables 5.1
and 5.2.

To summarize this portion of our empirical analysis, the test results
were most sensitive to changes in the sample period when the VARs
were estimated using data that were not detrended in any way (as in
Sims (1980a) and Litterman and Weiss (1985)) and least sensitive when
the VARs were estimated using flrst-differenced data. In addition, the
strongest evidence against the null hypothesis that real output is ex-
ogenous with respect to measures of inflation and the stock of money
was obtained when the VARs were estimated using nondetrended data.
There is no evidence against this null hypothesis from VARs estimated
using flrst-differenced data.

Next, 'we examine the consequences of adding asset returns to the
joint time-series representation for output, inflation, and money. Sims
(1980a) and Litterman and Weiss (1985) report that the role of money in
VARs is very sensitive to the inclusion of rates of return on Treasury bill
securities. For this reason, several VARs that included the ex post real
value-weighted return on stocks listed on the New York Stock Exchange,

and the ex post real rate of return on one-month Treasury bills,
were estimated. Real rates of return were studied instead of nominal re-

Table 5.3 DECOMPOSITION OF VARIANCE OF

49,2—83,6 52,1—79,12 52,1—83,6 59,2—79,12 59,2—83,6

93 92 93 86 85
(3) (4) (4) (6) (6)
1 1

(2)
6

(3)

(3)

(5)

0.00
Probability values for

0.00 0.00 0.00 0,00
.979 .937 .957 .197 .319
.314 .259 .421 .238 .724

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogon.
alized innovations in the listed variables. The order of orthogonalization is as listed. Figures in paren-
theses are corresponding standard errors.
b. iMny, denotes the growth rate of industrial output at time t, denotes the growth rate in inflation
rate at time t, and denotes the growth rate in the stock of money at tune t.
c. Probability values for the null hypothesis that the coefficients on lagged values of variable in the
regression equation for are zero.
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turns, because the nominal rate of return on Treasury bills, displays a
marked trend in the postwar period. This trend is far less pronounced
for the real rate of return,

The reasons for including stock returns in the empirical analysis are
threefold. First, we agree with Fischer and Merton (1984) that macro-
economists have unduly neglected the role of the stock market as a
determinant of aggregate output. Second, there are good theoretical
reasons to believe that stock returns are useful statistical predictors of
real output. Changes in stock prices reflect both revised expectations
about future corporate earnings and revisions in the discount rate at
which these expected earnings are capitalized. Revisions in both of these
variables may be induced by the shocks impinging on output. Third, a
number of authors, including Doan, Litterman, and Sims (1983), report
that stock returns are, in fact, important indicators of movements in real
output.

In estimating the VARs with asset returns, attention was restricted to
the post-1959 period, because tables 5.1 and 5.2 suggest that this period
was the least likely to be consistent with RBC theories. Table 5.4 reports

Table 5.4 DECOMPOSITION OF VARIANCE OF

59,2—83,6 59,2—79,12 59,2—83,6 59,2—79,12

.81
(6)
3

(3)
12

80
(7)
11
(5)
3

• 70
(7)
24
(7)
3

66
(6)
27
(6)
4

(5)
4

(4)
6

(2)
3

(3)
3

(3) (4) (3) (3)

.

0.00
.765

Probability values for
0.00

.608
0.00

.087
.005
.004

air, .659 .970 Airs .758 .628
.108 .127 .633 .282

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogon-
alized innovations in the listed variables. The order of orthogonalization is as listed. Figures in paren-
theses are corresponding standard errors.
b. denotes the growth rate of industrial output at time t. denotes the growth rate in inflation
rate at time t, denotes the growth rate in the in of the stock of money at time t, denotes the ex
post real rate of return on Treasury securities at time t. and denotes the real rate of return on stocks at
time t.
c. Probability values for the null hypothesis that the coefficients of lagged values of variable in the
regression equation for are zero.
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results from four-variate VARs including MnM, + and
Air,, + In neither of the two sample periods can we

reject at the 5 percent level the null hypotheses HaM, or How-
ever, the null hypothesis can be rejected at the 1 percent level for the
period 1959:2—1979:12.

Table 5.5 displays the results from four-variate VARs including {€ny,',
ir, €nM + and {€ny, ir, £nM + Somewhat surprisingly, only
lagged values of eny; helped predict future values of eny for the sample
periods examined.

Table 5.6 displays results from five-variate VARs including ri',
Air,, MnM, + and {eny, ri', ir,', €nM,' + j. Only lagged values of
Aeny, help predict future values of Aeny, at the 1 percent level. Similarly,
only lagged values of help predict €ny at the 1 percent level. How-
ever, there is some evidence that ex post real stock returns have predic-
five power for both Mny, and eny in the period 1959: 2-. 1979: 12. As
with the trivariate VARs, there is somewhat more evidence that nominal
aggregates help predict real variables when detrended data are used, but
overall there is very little evidence of predictive power for nominal van-

Table 5.5 DECOMPOSITION OF VARIANCE OF my'4

59,2—83,6 59,2—79,12 59,2—83,6 59,2—79,12

lny,Ib

lnirr'

27
(8)
4
(4)
22

(11)
48

(12)

34
(8)
27

(11)
20 Inir,'
(9)
19

(11)

27
(10)
14
(9)
7

(6)
52

(14)

23
(7)
17

(10)
21
(9)
39

(14)

my,' 0.00
.111

Probability values for HZ"
0.00

.646
0.00

.148
0.00

.061
sr,' .096 .408 ir,' .612 .194
mM,41' .074 .060 mM,41' .224 .060

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogon.
alized innovations in the listed variables. The order of orthogonalizatiort is as listed. Figures in paren-
theses are corresponding standard errors.
b. my,' denotes the detrended In level of Industrial output at tune t, ir,' denotes the detrended rate of
inflation rate at time t, InM,+, denotes the detrended In level of the stock of money at time t, denotes
the ex post real rate of return on Treasury securities at time t, and denotes the real rate of return on
stocks at time t.
c. Probability values for the null hypothesis that the coefficients of lagged values of variable x in the
regression equation for by,' are zero.
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ables. Finally, table 5.7 reports the results of replacing real rates of return
by first differences of nominal rates of return and linearly detrended
nominal returns. The qualitative conclusions from these tests are essen-
tially the same as those from using real returns.

The results using differenced data provide little support for the view
that monetary policy actions were important determinants of real output
over the sample periods considered. The absence of Granger causality
from money to output suggests that exogenous policy shocks were not a
major source of output variability. Overall, the pattern of results from the
VARs are not inconsistent with an RBC interpretation of the postwar ag-
gregate time-series data.

There is perhaps one puzzling feature of these results. Recall from the
discussion in section 4.b that monetary growth might be expected to

Table 5.6 DECOMPOSITION OF VARIANCE OF:

AmY,

59,2—83,6 59,2—79,12

my,'
59,2—83,6 59,2—79,12

18 23
(7) (6) (6) (6)
24 24 18 26
(6) (5) (9) (10)
3 6 3 23
(3) (5) (4) (11)
4 4 ir,' 16 16

(3) (3) (9) (7)
AInM,41 3 3 mM,4,' 46 12

(2) (2) (11) (7)

Probability values for Probability values for H1'
A.lny, 0.00 .006 my,' .000 .000

.051 .011 .071 .013

.554 .800 .053 .217

.627 .857 ir,' .049 .067

.493 .266 .295 .047

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogon-
alized innovations in the listed variables. The order of orthogonalization is as listed. Figures in paren.
theses are standard errors.
Ii. Amy, denotes the growth rate of industrial output at time t, Air, denotes the growth rate in inflation
rate at time t. AInM denotes the growth rate in the stock of money at time t, y,' denotes the tie-
trended in level of industrial output at time t, mM' denotes the detrended In level of the stock of
money, denotes the ex post real rate of return in Treasury securities at time I. ir,' denotes the de-
trended level of inflation, and rm denotes the real rate of return on stocks at time t.
c. Probability values for the null hypothesis that the coefficients of lagged values of variables Ax and x
in theregression equations for Ainy, and my,' respectively are zero.
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Granger cause output growth in an RBC model when the number of ag-
gregate real shocks impinging on the economy is large relative to the
number of real variables in Here we have found little evidence that

+, Granger causes in several multivariate VARs including
bivariate representations. At the same time, stock returns evidently do
Granger cause which suggests that there were at least two sigrufl-
cant aggregate real shocks impinging on the postwar economy. Money is
evidently not proxying for unobserved taste or technology shocks in
these VARs, even though the number of real shocks exceeds the dimen-
sion of These findings raise interesting questions about the links be-
tween money and output in the U.S. economy that warrant further

Table 5.7 DECOMPOSITION OF VARIANCE OF:

59,2—83,6 59,2—79,12

my,'
59,2—83,6 59,2—79,12

,Mny,b 75 72 my,' 18 23
(6) (6) (6) (6)
10 12 18 25
(4) (4) (9) (8)
7 7 12 16
(4) (4) (9) (8)
4 4 ir,' 7 24
(3) (3) (6) (9)

4 46 12
(3) (3) (13) (8)

Probability values for Probability values for FIR"
0.00 0.00
• .641 .037

my, 0.00 .000
.080 .013

.416 .348 Ri" .049 .218

.463 .584 ir,' .213 .200

.240 .238 M,+1' .295 .047

a. Entries give the percentage of the forecast error in the error variance accounted for by the orthogort.
alized innovations in the listed variables. The order of orthogonalization is as listed. Figures in paren-
theses are corresponding standard errors.
b. denotes the growth rate of industrial output at time 1, stir, denotes the growth rate in inflation
rate at time t, denotes the growth rate in the stock of money at time t. my,' denotes the de.
minded In level of industrial output, denotes the detrended level of inflation, mM' denotes the
detrended in level of the stock of money, denotes the first difference of the monthly nominal return
on Treasury securities at time t, denotes the detrertded monthly nominal rate of return on Treasury
securities at time I, denotes the first difference of the nominal rate of return on stocks at time t and
Rl' denotes the monthly detrended nominal rate of return on stocks at time t.
c. Probability values for the null hypotheses that the coefficients of lagged values of the variables Lx
and x' in the regression equation for and y,'. respectively, are zero.
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investigation and that are not easily addressed within the context of
many recent monetary models or the model in section 3.

Proceeding under the null hypothesis that a real business cycle view is
correct, the variance decompositions of output were also calculated.
Sims's method for orthogonalizing the error terms from the VAR was
used, with real variables appearing before the nominal variables in the
vector Under this ordering, the innovations in the real variables are
interpreted as linear combinations of the innovations to agents' prefer-
ence and technology shocks. In all of the decompositions we chose an
ordering of variables in which output appeared first. It would be equally
consistent with the RBC model of section 4.a to choose an ordering in
which either of the two asset returns appeared prior to output. In prac-
tice, we encountered very little sensitivity to permutations of the order-
ings within the real block S11. In part this reflects the fact that monthly
data were used. For monthly data, the contemporaneous correlations
among the innovations in the VAR are small,

All reported variance decompositions are based on 48-month-ahead
forecast errors. Table 5.1 reports the decomposition of the variance of
eny, based upon trivariate VARs inducing and The re-
ported variance decompositions of are sensitive to changes in the
sample period. For example, in the sample period 1949:2—1983:6, the
innovations to 1 account for 34 and 25 percent, respectively,
of the error variance of When the sample period is 1952:1—1979:12
these percentages are 9 and 64, respectively. Most dramatically, in the
sample period 1959:2—1979:12, innovations in account for 79 percent
of the forecast error variance of while monetary innovations ac-
count for only 9 percent of the forecast error variance in €flYt.

The decompositions of the variance of output in table 5.2, which are
based on trivariate VARs including €ny, ire' and €nM + are also quite
sensitive to changes in the sample period. Again innovations in the infla-
tion rate account for the largest proportion of the variance of output in
the post-1959 period. However, comparing tables 5.1 and 5.2 we see that
innovations in the inflation rate play a relatively more important role in
the variance decomposition of output based on VARs estimated with
nondetrended data. Nevertheless, nominal variables accounted for fairly
large proportions of the variance of in all of the sample periods.

The decompositions of the variance of output reported in table 5.3 are
based on trivariate VARs which included and +
These results differ in two important respects from those reported in
tables 5.1 and 5.2. First, the results display very little sensitivity to
changes in the sample period and the reported standard errors are
smaller. Second, innovations in and + account for only a
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small proportion of the error variance of Overall the most un-
favorable sample periods from the point of view of RBC theories are the
post-1959 periods.

Consider next the decompositions of the variance of output based on
VARs that included asset return data. As before, attention is restricted to
the post-1959 period. Table 5.4 displays the decomposition of the vari-
ance of output based on four-variate VARs including ri',

+ and MnM, + As in table 5.3, the reported
decompositions are largely insensitive to changes in the sample period.
In both cases the output innovations account for a large proportion of
the variance of Mny1. Innovations in rr account for a very small propor-
tion of the variance of Mny,, while innovations in account for approx-
imately 25 percent of the variance of

Table 5.6 reports the variance decomposition of Mny1 based on a five-
variate VAR including {Mnyt, ri', + j. The results are again
insensitive to the choice of the sample period. Together, innovations in
real variables account for over 90 percent of the variance of the growth
rate in output. Innovations in and + play an insignificant
role in the decomposition. Both tables 5.4 and 5.6 indicate that ex post
real stock returns play a far more important role that ex post real Trea-
sury bill returns in the time-series behavior of This is reflected
both in the Granger causality tests and the decomposition of the variance
of

Finally, table 5.6 displays the decomposition of the variance of output
based on a five-variate VAR which included {€ny, ri', enM; +
Innovations in ir,' and enM + for a significant proportion of the
variance of eny. However, the results are sensitive to the choice in the
sample period. For example, enM + for 46 percent of the vari-
ance of eny when the sample period is 1959:2—1983 :6, but only 12 per-
cent when the sample period is 1959:2—1979:12. A similar instability of
the variance decompositions is displayed in table 5.5 for the four-variate
VARs, including {eny, €nM + and {eny, €nir,
and in table 5.7 for the five-variate VARs which included {thy,', Ri', Ri",
ir, €nM,' + i}. Not surprisingly, standard errors are larger for the decom-
positions based on linearly detrended data than those based on the dif-
ferenced data.

6. Concluding Remarks
A striking finding from our empirical analysis is that, for all sample peri-
ods considered and for various multivariate VARs, lagged values of the
monetary growth rate are not helpful in predicting the current and fu-
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ture growth rates of output, after conditioning on the other variables, in
the VARs. Interpreted within the context of the monetary model of sec-
tion 3, these results suggest that exogenous shocks to the monetary
growth rate were not an important independent source of variation in
output growth during the postwar period in the U.S. More precisely, sta-
tistical representations of the monetary growth rate suggest that the
monetary policy rule involves feedback on both lagged monetary growth
and output. This observation, combined with the dependence of output
on monetary growth through our transactions technology, suggests that
if monetary shocks were an mportant source of output variability, then
monetary growth would have Granger caused the growth rate of output
in VARs. Adding sticky wages and prices, overlapping nominal con-
tracts, or entering money directly in agents' utility functions seems
likely to reinforce the conclusion that monetary growth will Granger
cause output growth if exogenous shocks to the money supply were an
important source of business cycle fluctuation.

We hasten to add that the design of our empirical analysis is such that
infrequent monetary shocks that had an important effect on output
growth may not have been detected by our statistical procedures. All of
the sample periods examined covered several different political admin-
istrations, and in several cases there were significant changes in the
structure of financial institutions. Additionally, specific events that are
widely viewed as being monetary in nature occurred during sample peri-
ods that may also have included numerous real shocks. Put differently,
our results do not rule out the possibility that particular movements in
output were largely due to monetary shocks. Our results only indicate
that such shocks were not sufficiently frequent and large to be statis-
tically significant over the entire sample period. More thorough study of
specific events seems worthwhile.

There are several other considerations that we feel make a real busi-
ness cycle interpretation of our findings premature. First, the empirical
results are not insensitive to the assumptions about the nature of trends.
The vi.rtual absence of Granger causality from money to output was ob-
tained when both of these variables were flrst-differenced. In contrast,
when linear deterministic trends were removed from the logarithms of
output and money, there was much more evidence that money Granger
caused output. Even with linear trends, however, the evidence was
mixed. For the sample period 1959 :2 through 1983 :6, and in a five-
variate VAR including real stock and bond returns, money innovations
accounted for 46 percent of the variation in detrended output. (Interest-
ingly, this finding is not consistent with Sims's finding that monetary
shocks explain little of output variation in the presence of interest rates.)
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For the sample period 1959:2 through 1979: 12, monetary innovations
accounted for 12 percent of the variation in detrended output. A com-
parison of the results for these two sample periods suggests that mone-
tary shocks may have been important for output fluctuation during the
early 1980s. But the standard errors for the estimated variance decom-
positions are quite large and detrended money did not Granger cause
detrended output for the longer sample period. Also, recall that money
accounted for an insignificant percentage of the variation in output over
both sample periods when these series were time-differenced.

We wish to reemphasize the potential importance of investigating the
role of technological factors in generating business cycles within models
that explicitly incorporate monetary exchange. Market structures in
monetary economies are very different from the market structures that
have been assumed in the literature on real business cycle models. Our
example economies show that one could be seriously misled in charac-
terizing the structure of a monetary economy, despite obtaining a good
statistical fit using a real business cycle model.

Finally, it is perhaps possible to reconcile our empirical findings with
modern Keynesian or non-Keynesian monetary business cycle theories.
However, to accomplish this reconciliation, these models must be for-
mulated so as to be consistent with both the findings that money growth
does not Granger cause output growth and that money growth depends
on lagged output growth and money growth. We conjecture that in con-
structing such models researchers will be led to reexamine the relative
importance of various channels through which monetary factors affect
real economic activity. In particular, the importance of financial institu-
tions in the propagation of real shocks may be more pronounced in
monetary models in which the structure of financial contracts emerges
from a more thorough treatment of frictions.

We have benefited from helpful discussions with Lars Hansen, Bennett McCallum, Allan
Meltzer, Dan Peled, Michael Woodford, and our discussants Robert Barro and Greg Man-
kiw. Research assistance was provided by Kun-hong Kim and David Marshall.
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Comment
ROBERTJ. BARRO
The University of Rochester

My expectation was that this paper would deal with the empirical role of
real business cycle theories (henceforth RBC theories). In fact, the em-
pirical analysis focuses on the issue of whether variations in the quantity
of money (Ml) influence output. Apparently if the real effects of money
are strong (weak), the RBC theories are to be viewed as unimportant (im-
portant). Eichenbaum and Singleton conclude from monthly post—World
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War II U.S. data that Ml is not a major causal factor for industrial produc-
tion, which, if correct, is an important fmding. But I do not see what this
result would say about the empirical significance of RBC theories. It
seems inadequate to conclude that whatever is not monetary (i.e., re-
lated to Ml) must be real in the sense of the real disturbances that appear
in RBC theories. Even if the monetarists are wrong. the realists may not
be right.

Consider as an example the model of Keynes's General Theory. The
model implies that variations in the quantity of money are relatively un-
important for the behavior of output and employment (because of a
peculiar-looking demand-for-money function). Yet the model contains
nominal rigidities, for wages at least, perhaps also for prices. The aggre-
gates of output and employment are determined inefficiently, in the
sense that (perceived) mutually advantageous trades do not occur. As a
consequence there is a desirable role for activist governmental policies,
especially of the fiscal variety. From a positive standpoint, the Keynesian
model says that the major driving element for business fluctuations is
animal spirits—that is, exogenous changes in optimism or pessimism by
business investors. (I doubt that animal spirits could ever be seen di-
rectly in the data.) These shifts are then multiplied by the endogenous
elements of the model—hence relatively small disturbances can create
substantial changes in output and employment.

For present purposes the important issue is not the empirical validity
of this fine theory; rather, the point is that data generated by this model
would accord with Eichenbaum and Singleton's finding that money has a
minor causal role in industrial production. Hence, they would look at
this data and find support for RBC theories (at least in the sense of failing
to reject such theories). Yet most economists would not regard the Key-
nesian model as an example of RBC theory—at least not the "equi-
librium"-style theory that is now popular.

The equilibrium versions of RBC theory focus on technological shifts
as key disturbances to the economy. These shifts could involve innova-
tions in technique, introduction of new products, changes in compara-
tive advantage across regions or countries, natural disasters, and so on.
The models can also accommodate shifts in preferences, although these
are generally regarded as less important. In any event, the economy re-
sponds efficiently to the various disturbances, taking account of mobility
costs, incomplete information, and the like. Although phenomena that
resemble aggregate business fluctuations can arise in these models,
there is no role for activist stabilization policies. (There would be the
usual issues of optimal taxation and provision of public goods.) Overall,
these kinds of models bear little resemblance to Keynes's General Theory.
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Some RBC models (such as Long and Plosser 1983) show that, given
some initiating real disturbances, it is possible to reproduce the standard
business cycle pattern with respect to persistence over time and co-
movements across industries. Also the endogenous response of inside
money (as in King and Plosser 1984) can explain some positive correla-
tion in the data between a monetary aggregate such as Ml and measures
of real economic activity. Further, variations in financial intermediation
can be modeled as one of the real disturbances that matters for output,
investment, and so on. This interpretation is consistent with Bernanke's
(1983) analysis of nonmonetary factors during the Great Depression.
That is, RBC theories are consistent with real effects from a collapse in
credit institutions.

Despite these favorable aspects, economists' main skepticism about
RBC theories reflects the doubt that real disturbances are large and fre-
quent enough to account for much of observed business fluctuations. It
is important to note here that RBC models—although they can account
for dispersion across industries and propagation over time—lack impor-
tant multipliers. Basically the models need big disturbances to get big
movements in output. Thus, I would have preferred the focus of Eichen-
baum and Singleton's empirical work to be on the question of whether
real shocks are large and frequent enough to account for a major part of
the business cycle. As a dividend, it would also be nice to identify some
of the initiating real disturbances with observable variables.

The events that got macroeconomists interested in real disturbances—
sometimes referred to as "supply shocks"—were the oil crises of 1973—
74 and 1979—80 (and presumably with the opposite sign for 1985—86).
Hamilton's (1983) detailed study finds a regular pattern whereby in-
creases in oil prices are followed by declines in real GNP. Remarkably,
this pattern applies even before the celebrated oil crises of recent years—.-
for example, to the Suez crisis of 1956—57 (which preceded the recession
of 1957—58) and to the Iranian nationalization of its oil fields in 1952—53
(which came before the recession of 1953—54). The evidence is especially
impressive because the changes in the (relative) price of oil can often be
related to observable, exogenous events.

An obvious question is why oil, and not an array of other commodi-
ties, as the source of supply shocks? The crises of 1973—74 and 1979—80
can be interpreted as exogenous changes in market structure that re-
duced the supply of a major input to production. In this respect the dis-
turbance would tend to lower world output, perhaps especially in the
short run when producers are motivated to adjust their capital stocks to
a new configuration of relative prices. (There would also be distribu-
tional effects on world income—but these may be less important for the
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effects on production.) Disturbances that affect the supply of other in-
puts could also be important in principle, although they may be difficult
to isolate in the aggregate data. In any case it is unclear what general re-
search strategy to follow in applying the results for oil (or energy) to
other areas.

Lilien's (1982) approach to intersectoral shifts seemed promising be-
cause it avoided the need to isolate a detailed array of supply shocks. His
idea was that many—mostly unobservable—disturbances to technology
and preferences motivate reallocations of resources across sectors. Be-
cause of the costs of matching workers to new jobs and of accumulating
new types of capital, the transition tends to involve temporary reduc-
tions in aggregate production and employment. Also, the increase in job
separations leads to a temporary rise in the unemployment rate (which
shows up as more people searching for jobs). This theory has since been
extended by Topel and Weiss (1985) and Rogerson (1986).

Two attractions of the Lilien-style analysis were, first, that the disper-
sion of changes in employment and production across industrial sectors
seemed to be positively correlated with the overall unemployment rate (or
other measures of economic contraction), and second, that the method
did not require the isolation of observable supply shocks, such as oil
crises. But further empirical research brought out some problems. Abra-
ham and Katz (1986) showed that the correlation of Lilien's dispersion
variable with the business cyde could reflect purely aggregate distu.r-
bances that had differential effects on the various sectors. Also, models
that stress sectoral shifts imply that a high sectoral dispersion of changes
in production and employment would create high vacancies as well as
high unemployment. Hence this analysis predicts a positive relation be-
tween vacancies and unemployment, which Abraham and Katz show is
inconsistent with the evidence. (The negative association between vacan-
cies and unemployment is often called a Beveridge curve, although
given Lord Beveridge's work (1945) it is not clear why a curve should be
named after him.)

Loungani (1986) brings Out another problem with Lilien's analysis.
When the relative price of oil is held fixed, it turns out that there is no
remaining association between Lilien's dispersion variable and the un-
employment rate or other measures of aggregate business fluctuations.
Oil shocks would create a dispersion across sectors in the changes in
employment and production, and this dispersion may be part of the
story behind oil's effect on aggregate output. But Loungani's results show
that Lilien's method fails to isolate other, unobservable supply shocks
that were important in historical business cycles. Thus one major attrac-
tion of the sectoral approach seems to have been illusory. (As an aside,
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Loungani shows that there was an oil shock in 1920, which matches up
well with the sharp economic contraction in 1921. Apparently, oil shocks
were important even before oil was very important. But perhaps it is en-
ergy shocks that are being isolated, which accords with the significance
attached much earlier by Jevons (1865) to the supply of coal in Britain.)

My conclusion is that real business cycle theories represent promising
ideas for explaining business cycles. Given the weak state of alternative
ideas (such as animal spirits and monetary shocks), it would be a mis-
take to dispense too readily with this line of theory. But at this stage the
main empirical support for RBC theories concerns the role of oil shocks.
Thus, the available evidence is not very satisfying.
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Comment
N. GREGORY MANKIW
Harvard University and NBER

Real business cycle theory is one of the currently "hot" topics in mac-
roeconomics, especially among those who live closer to lakes than to
oceans. Eichenbaum and Singleton take on the difficult, but obviously
very important, question of whether the economic fluctuations observed
during the past forty years can be reconciled with these theories. In
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particular, they examine the interaction between the variation in the
quantity of money and fluctuations in real economic activity, using the
now-standard techniques of vector autoregression, Granger causality,
and variance decomposition. The primary empirical finding, which in
light of Sims's celebrated work comes as a complete surprise, is that
money appears not to Granger cause output, even in bivariate systems.

Vector autoregressions and Granger causality tests are, to my mind,
difficult to interpret. Eichenbaum and Singleton's analysis, however, in
contrast to much previous empirical work of this kind, is not completely
atheoretical. They begin with a simple theory, in particuiar a model in
which money enters by virtue of a cash-in-advance constraint. They
show that money will, in general, matter in this economy. If, however,
fluctuations in money are relatively small, then a real business cyde
model could provide a good approximation to this monetary economy.
While the model provides one framework within which the empirical
work can be interpreted, Eichenbaum and Singleton argue that the ab-
sence of Granger causality from money to output appears inconsistent
with more complex monetary models as well, including those in which
wages and prices are sticky.

The central question of the article, "Does Money Matter?", is of course
a long-standing one. The novelty of the article is the answer. While Eich-
enbaum and Singleton prudently refrain from jumping to the broad con-
dusion that money does not matter, they do argue, in essence, that money
has not mattered, at least over the past forty years, and that their fmdings
are problematic for many prominent theories of the business cycle.

The question for a commentator of course is, "Are they right?" I will
argue, first, that Eichenbaum and Singleton are not obviously wrong. It
is not absurd to entertain the notion of monetary neutrality. Second, I
will argue that Eichenbaum and Singleton are not obviously right. In
particular, the failure of money to Granger cause output might not have
implications as far-reaching as they suggest.

Questioning the Non-neutrality of Money
Let me begin with the first issue: Might money be neutral?

To many economists, especially among those who live close to oceans,
the non-neutrality of money is simply common sense. One only needs
to look out at the world or to read the newspaper, I am often told, to
convince oneself that money matters.

I must confess that I am suspicious when one side of a hotly contested
issue lays claim to common sense as an argument. Albert Einstein once
said that "common sense is the collection of prejudices acquired by
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age eighteen." I suspect that Einstein was not talking about the non-
neutrality of money at the time, because if he had been, he likely would
have chosen age twenty-six, when one leaves graduate school. The
thought, however, appears appropriate here.

Many people believe that the stock market exhibits regular patterns
and that they can forecast price movements using these regular patterns.
We call them chartists; they call themselves technical analysts. To these
chartists, the patterns in the stock market are also a matter of common
sense; they have been observing these patterns for years.

Most economists are quick to ridicule chartists; the primary reason is
that there is no firm statistical evidence that chartist techniques are effec-
five. The stock market appears to follow a random walk, or nearly so.
Economists remain unconvinced about the chartists' claims because they
do not hold up against formal hypothesis testing.

Yet if economists are to require that chartism pass the test of formal
inference, our own cherished beliefs must be subject to similar rigor. For
this reason, the empirical results of Eichenbaum and Singleton should
give pause to believers in the non-neutrality of money.

One might argue, and in fact I will, that testing the neutrality of money
is a very difficult task, given the problems of simultaneity. Yet appealing
to common sense and anecdotal evidence does not avoid the identifica-
tion problem. The difficulty of the task should only make economists
less confident about whether money is neutral or not.

Interpreting Granger Causality
I should probably disdose my own prejudices regarding the central
question of this paper. After spending most of my adult years hanging
around Princeton, MiT, and Harvard, I of course see the world through
the lens .of wage and price stickiness. Eichenbaum and Singleton assert
that their results are difficult to reconcile with this sort of model. If so,
much of my human capital would be made obsolete. Let me therefore
turn to the second issue: Do Eichenbaum and Singleton correctly inter-
pret their finding that money does not Granger cause output?

It is now well known that Granger causality has nothing to do with
causality as the term is usually used. My own favorite example is the
permanent income hypothesis, as presented in Hall's 1978 paper. The
model is one in which consumption depends only on current and future
income. Hence,. fluctuations in income "cause" fluctuations in con-
sumption. Yet the theory implies that income does not "Granger cause"
consumption, since changes in consumption are not forecastable. It
would of course be ridiculous to interpret Hall's empirical findings on
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Granger causality as evidence that income is not a causal determinant
of consumption.

How, then, can we interpret Eichenbaum and Singleton's finding that
money does not Granger cause output? As the authors are aware, we
cannot jump directly to a cortdusion about actual causality. Instead, they
interpret this finding using the cash-in-advance model presented in the
paper. In the context of this model, if money were important to the path
of economic activity, then money would appear to Granger cause out-
put. They suggest that other popular monetary models would also have
the feature that money should Granger cause output.

It is this last suggestiOn with which I disagree. I suspect that money
need not Granger cause output for money to be a fundamental deter-
minant of output. The following two examples, which are based on a
stylized variant of Fischer's model of nominal wage contracts, illustrate
this possibility.

Suppose that workers sign contracts two periods ahead of the transac-
tion date. That is, at t — 2, workers agree on a nominal wage at which
they will sell labor to firms; the contracted wage is of course based on
their expectation of the price level. It is straightforward to show that this
leads to the aggregate supply function:

= a — - 2 Ps), (1)

where Y is the log of output and P is the log of the price level. For sim-
plicity, I use the quantity theory of money as my aggregate demand
equation:

+ = P, ÷ (2)

where velocity is an exogenous random variable. Equations (1) and (2)
trivially imply that

= J3 — - 2M,) + — E, - (3)

where f3 a/(1 + a).
Monetary policy potentially plays an important role in this economy.

But would one find that money Granger caused output? The answer is,
not necessarily, as the following two special cases illustrate:

Example 1: Suppose that velocity is constant, and the money supply
follows an AR(1) process:

= + (4)
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Equation (3) implies that

= /3 (i's + p - (5)

which in turn implies

(1 + p = (6)

In this economy, the innovation in output and the innovation in money
are perfectly correlated contemporaneously. Past values of money, how-
ever, have no additional explanatory power once we have controlled for
past values of output. That is, -

= ..].

Hence, even though exogenous monetary shocks are the sole driving
force of output fluctuations, money does not Granger cause output.
Example 2: Suppose velocity follows a random walk:

V, = + (7)

implying

= /3 — - + /3 + (8)

Suppose further that the money supply is set one period ahead in an
attempt to stabilize output. Clearly, the Fed cannot offset the demand
shock realized at time t. It can, however, offset the demand shock real-
ized at time I — 1. An optimal policy is therefore

Al, = — (9)

which implies that output is

= 3e,. (10)

Note that corr(Y,,M, j) = 0 for j 0, but corr + 0: In this
economy, therefore, money does not Granger cause output, but output
does Granger cause money.

These two examples are highly stylized, and I would not begin to
claim that they well approximate the actual economy. Nor would I claim
that the absence of Granger causality would arise generically in this sort
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of sticky-wage model. These examples do illustrate, however, that the
absence of Granger causality from money to output is not itself sufficient
to conclude that money has not mattered. In both of these examples,
variation in the quantity of money plays an important role for output
fluctuations, yet an observer would fail to detect Granger causality.

One might argue, and correctly so, that in my second example, money
is not an exogenous source of shocks causing output fluctuations. In-
stead, money partly accommodates the exogenous changes in liquidity
preference. This feature of the example is probably not too unrealistic.
During much of the postwar period, the Fed's stated goal was to allow
the money supply to fluctuate in order to stabilize interest rates. My
guess is that during such a regime, the failure of money to Granger cause
output is probably not a problem for standard "saltwater" theories of the
business cycle. That the monetary regime may play a key role in in-
terpreting the results is given some support by Eichenbaum and Single-
ton's finding that money appears to start Granger causing output in the
post-1979 period.

While these two examples convince me that it is not yet time to discard
my prejudice for models with nominal rigidities, the Eichenbaum and
Singleton results do leave me uneasy. To determine more fully whether
their findings provide evidence for real business cycle theories against
Keynesian alternatives, one might consider the following exercise. Take
some clearly Keynesian model, together with empirically plausible reac-
tion functions for the monetary and fiscal authorities. Use the model to
generate forty years of artificial data. Then run the Granger causality
tests on this data. if, as I suspect, one could obtain the Eichenbaum and
Singleton results with this artificial Keynesian data, then one would con-
clude that the absence of Granger causality in the actual data provides no
evidence in favor of real business cycle models.

Unfortunately, I do not have the results from such an experiment to
report. That would be the task of an entirely new paper. It is not even
dear that such a paper could be written, given that there is no model
widely accepted even among Keynesians. I therefore suspect that the ab-
sence of Granger causality from money to output will become another
stylized fact without an obvious interpretation.

In summary, I would like to applaud Eichenbaum and Singleton for ad-
dressing one of the most important and difficult questions dividing mac-
roeconomics today. Their discussion is thoughtful, and their empirical
work is carefully done. My main difference with them is one of inter-
pretation. I doubt that the question of monetary neutrality can be use-
fully addressed by tests of Granger causality.
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Discussion

Answering the discussants, Kenneth Singleton commented that policy
may be useful even if the business cycle is an equilibrium real phenome-
non. He agreed with Mankiw that there are ways to reconcile their re-
suits with the belief that money matters. To do this, further work is needed
on the simultaneous modeling and estimation of trends and cydes.

Robert Hall questioned the existence of the extensive intertemporal
substitution associated with real interest rate shocks that is needed in
equilibrium real business cyde theory. He also questioned whether there
was in fact enough persistence in technology shocks to drive observed
serial correlation or persistence in the business cycle.

John Taylor doubted that the importance of oil shocks could be taken
as support for real business cycle models. Prolonged adjustment after
an oil shock is the result of wage stickiness, not of real business cycle
phenomena.

The use of Ml in the empirical investigation was questioned by Law-
rence Summers. First, Ml may not have much to do with aggregate de-
mand. And second, if Ml is used to stabilize future output, then Ml will
not Granger cause output. Summers also remarked that the fact that an-
nouncements about monetary policy have immediate effects on asset
prices is difficult to reconcile with models in which money does not
matter. One of the questions raised by the Eichenbaum-Singleton paper
might be why effects that do occur are so difficult to detect with existing
statistical techniques.

Julio Rotemberg questioned the strong restrictions implied by the use
of the flrst-differenced data. Under the stationarity assumption. even
if money Granger causes output in the level, it will not do so in first
differences.

Lawrence Weiss suggested that causality results might change if quar-
terly rather than monthly data were used. He noted that the data sample
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in the Eichenbaum-Singleton paper contains two episodes, 1966 and
1981, in which the Fed is supposed to have caused a recession, and that
these should affect the results. He thought it significant that the stan-
dard models used in macroeconomics imply causal structures with which
the data are inconsistent.

Robert Gordon suggested that Granger causality tests might show that
money Granger causes nominal GNP, even though it might appear not to
Granger cause either real GNP or inflation. Bennett McCailum said that
empirical work in fact typically shows that money Granger causes out-
put. The use of first-differenced data may be the cause of its failure to do
so in the Eichenbaum-Singleton data, for only a small fraction of system-
atic variability may be left in the data after first-differencing. James Stock
agreed, noting that he and Mark Watson had been unable to detect com-
mon variations that exist in level data when using first-differenced or de-
trended data.

Albert Ando pointed out the fragility of Granger causality. Using the
MPS (MIT-Penn-SSRC) model, in which there is a powerful role for
money, he could easily generate data in which money does not Granger
cause output.

Singleton concluded the discussion by stressing the importance of
building models that explicitly include money, in order to be able to de-
tect and evaluate the importance of both monetary and real shocks. The
very fact that it is possible to construct examples of monetary models in
which money does not Granger cause output further highlights the im-
portance of their explicit modeling approach.
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Why Is Japan's Saving Rate
So Apparently High?

1. Introduction
The huge U.S. trade deficit with Japan, which totaled $50 billion in 1985
and accounts for a thumping one-third of the total U.S. trade deficit, has
worried policy makers and economists alike for some time. The widen-
ing trade gap has cost jobs in the United States, particularly in the manu-
facturing sector, providing ample ammunition for protettionists. The
identity in the national income accounts states that the excess of saving
over investment equals the trade surplus. The blame for Japan's large
trade surplus with the United States must therefore fall on Japan's high
saving or her slumping investment. The widespread sentiment that the
Japanese save too much was even echoed in a 1985 speech by the U.S.
Secretary of State.1 The sentiment has some empirical grounds. In 1984
the most widely mentioned saving rate—the rate of personal saving—
was 16 percent for Japan, a full 10 percentage points higher than that in
the United States.

The purpose of this article is to explore possible factors that contribute
to Japan's high saving rate. That Japan's saving rate is high by inter-
national standards has been recognized in Japan for more than two de-
cades, yet the reason for it is poorly understood: I quote the last sentence
of a recent survey in the Japanese literature. "In any event . . . Japan's
high personal saving rate remains a mystery to be resolved."2 It is not
that empirical investigations have been hampered by a scarcity of data.
Although consistent time series in the Japanese national income ac-
counts do not start until 1965, a large amount of micro data on house-

1. George Shultz's speech at Princeton University attracted widespread attention in the
Japanese press.

2. Kurosaka and Hamada (1984).
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holds is available from various surveys that have been conducted
regularly by the Japanese government. Perhaps the issue of Japan's high
saving rate has not attracted enough of the empirical attention it
deserves.

I will begin with very down-to-earth facts about aggregate saving in
Japan and the United States. Those are contained in section 2, which
tries to see if the perception of high savings in Japan has any empirical
basis. It will be argued that some conceptual differences between U.S.
and Japanese national accounting explain a substantial portion of the ol,-
served differences in the saving rates. Section 3 summarizes the explana-
tions that have been offered in the literature, (I will examine them further
in later sections.) The first theory of saving, to be taken up in section 4, is
the life-cycle hypothesis. After rejecting the life-cycle explanations, I
turn in section 5 to micro data on households analyzed by age group
to locate possible deviations from the life-cycle hypothesis of the actual
Japanese saving behavior. It turns out that the cross-section age profile of
saving in Japan appears to defy any simple life-cycle explanation, includ-
ing an explanation based on the high housing-related saving by younger
generations. Continuing the theme at the end of section 5 that bequests
might be an important factor, section 6 digresses somewhat to calculate
the aggregate flow of intergenerational transfers that can be inferred
from the cross-section saving profiles. Other aspects of household be-
havior, including the impact of social security, relevant to assessing the
importance of bequests will be analyzed in section 7. Section 8 then
takes up a separate issue, tax incentives for saving. The Japanese tax sys-
tem does seem to be geared to promote saving. Taxes, however, are prob-
ably not the main factor behind the high saving rate, I argue, because
saving does not appear to be responsive to interest rates.

2. Facts about Japan's Aggregate Saving Rates
2.1. WHICH SAVING RATE?

When comparing saving behavior between the two countries, we must
first decide which saving rate to use. The choice of the saving rate has
several dimensions. The first is the boundary of the relevant sector.
Should we look at the household sector, the private sector, or the nation
as a whole? The focus on personal (household) saving is unwarranted if
undistributed profits (corporate saving) are fully reflected in the capital
gains in stock prices that are recognized by households as part of in-
come, or if corporations are just an accounting device for individuals to
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receive corporate tax treatment on their income.3 We should then look at
private saving (the sum of personal and corporate saving). But even pri-
vate saving is inappropriate if the private sector can see through the gov-
ernment veil and internalize the government budget constraint. The
Ricardian Equivalence Thorem states that a government budget deficit is
recognized by the private sector as a tax of the same amount because the
public debt is just a signal of future increased taxes. The relevant notion
of saving then is national saving (the sum of private and government sav-
ing). The question of the relevant boundary is one of the basic issues in
economics yet to be resolved, and in this article we will not commit our-
selves to any one particular saving rate. We should, however, bear in
mind that the substance of the corporate sector in the Japanese National
Accounts is somewhat different from corporate business in the U.S. Na
tional Income and Product Accounts. At one end of the corporate sector
in the Japanese national accounts there are numerous token corporations
that are essentially a disguised form of the household sector. At the
other end lie most government enterprises (induding the central bank as
well as institutions that are not corporations in the legal sense).'

The second dimension in the choice of the saving rate is the definition
of income. Should we indude in income, and hence in saving, revalua-
tion (capital gains/losses) of assets? Perhaps fully anticipated revaluation
should be included, but that is difficult to identify. If revaluation is recog-
nized as part of income, private saving is a more meaningful saving con-
cept than personal saving.

The third dimension is the scope of assets, which is where the treat-
ment of consumer durables is relevant. In principle, any commodity that
is durable should be regarded as an object of saving. But measurement of
the durability of commodities in general is a difficult task.5 The impor-

3. The top combined national and local personal tax rate is currently 88 percent in Japan.
(However, we are told, there is a footnote in the personal tax code that reduces the top
marginal rate to 75 percent.) People in high-income tax brackets can spread their in-
come over their spouses and relatives by setting up a token corporation. By paying them
high wages and by taking advantage of the more generous tax deductibility provisions
in the corporate tax codes, they can understate corporate income and thus avoid double
taxation at the corporate and personal levels. In 1983 there were about 1.8 million corpo-
rations in Japan. The largest 1.2 percent paid close to 70 percent of the total corporation
tax. About 60 percent of all corporations reported negative taxable income.

4. The Japanese national accounts also divide the nation into private and public sectors.
Government enterprises are included in the public sector. In retrospect, the focus on
private sector might have been more appropriate. Fortunately, as we shall see later, the
difference between the national and the private saving rates is small compared to the
difference of the personal rate from the private and the national saving rates.

5. A good example is dental services, it is classified as services in the national accounts but
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tance of consumer durables will be touched upon when we compare the
personal saving rate between the two countries in figure 2. Depending
on the stand one takes in each of the three dimensions, there can be mul-
titudes of saving rates. Only a subset of the possible saving rates will be
discussed in the text. The data appendix to this paper provides informa-
Hon necessary for calculating not only the saving rates discussed in the
text but also several others that the reader might care to entertain.

2.2. DATA COMPARABILiTY

Even after the choice of the saving rate is made, there is a measurement
problem that makes international comparison tricky. There are (at least)
four major conceptual differences between the United States and Japan
in the compilation of national accounts.

1. A very surprising fact about the Japanese national income accounts
is that depreciation is valued at historical costs.6 This means that personal
saving is overstated during and after the inflationary period of the
1970s.7 Remember that personal disposable income is a net concept—it
exdudes depreciation of household assets. Since personal saving is de-
fined as personal disposable income minus consumption, it is net of de-
preciation. Corporate saving is severely overstated for the same reason.
There must, however, be an official estimate of replacement-cost de-
preciation floating around within the Economic Planning Agency, the
statistical miU of the Japanese national accounts data, since the stock of
assets is valued at replacement costs in the capital accounts (balance
sheets and stock-flow reconciliations) of the Japanese national accounts.
Although the official estimate is neither published nor released, we can
recover it fairly accurately from the numbers published in the Annual Re-
ports on National Accounts. Detailed descriptions of our calculation proce-
dure and our estimate of capital consumption adjustments (the excess of
depreciation at replacement costs over depreciation at historical costs)
are given in the data appendix. The basic idea is to separate out the re-
valuation component from the reconciliation accounts and identify the
residual as capital consumption adjustments. The calculation can be
done only for the post-1969 period because the capital accounts start in
1970. Since investment goods prices were more or less stable until the

in essence it is a purchase of a durable good of good teeth. Hayashi (1985a) reports using
Japanese data that food is almost the only commodity that exhibits no durability. Recre-
ational expenditures are found to be more durable than consumer durables.

6. Inventory valuation adjustments are incorporated in the Japanese national accounting.
7. Investment goods prices more than doubled in the 1970s.
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first oil crisis of 1973—74, the capital consumption adjustment is not sig-
nificant for that period. However, the size of the adjustment to private
depreciable assets has increased rapidly since then, reaching as much
as 30 percent of reported private saving in several recent years. (See
table A2.)

2. Unlike most other countries (including Japan), the U.S. National In-
come and Product Accounts compiled by the Bureau of Economic Analy-
sis (BEA) treat all types of government expenditure as consumption and
fail to credit the government for the value of its tangible assets. The BEA
definition of government saving is therefore the government's budget
surplus, while government saving in the Japanese national accounts in-
cludes in addition the net increase in government tangible assets. This
conceptual difference also means that even GNP and NNP are not di-
rectly comparable because the BEA definition does not include output
service flows from government tangible assets.

To make matters even more complicated, the Japanese national ac-
counts do not depreciate government depreciable assets except buildings.
Thus reported depreciation of government assets is very substantially
understated: it is valued at historical costs and it covers only buildings. In
the data appendix we constructed time series on the stock of government
depreciable assets by the perpetual inventory method and the associated
depreciation at replacement costs, so that the saving rate series for which
government assets are included as components of assets can be con-
structed for Japan. We decided not to construct such saving rate series
for the United States. When we compare the Japanese to the U.S. data, we
will recalculate the Japanese saving rates according to the BEA convention.

Readily available data sources on U.S. government capital accounts are
Ruggles and Ruggles (1982) and Eisner (1985).8 The definition of govern-
ment assets in Ruggles and Ruggles appears comparable to that in the
Japanese national accounts, but the data do not extend beyond 1980. The
ratio to NNP of net government capital formation for the United States
was roughly around 1 percent in the 1970s. Eisner's data encompass a
much broader spectrum of assets and are thus not directly comparable.
According to our estimate of government assets, the ratio to NNP of net
government capital formation is about 3—5 percent (see table A5). Thus
the exdusion of government capital alone makes a 2—4 percent differ-
ence to the BEA definition of the national saving rate. However, it is not
dear that all government capital formation should be counted as saving.
Government investment projects in Japan, often politically motivated

8. The estimates of government capital in Boskin, Robinson, and Roberts (1985) are for the
federal government only.
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and not necessarily justifiable on economic grounds, may be viewed by
the private sector as wasteful and incapable of yielding any useful ser-
vice flows. It could even be argued that government capital is inherently
unobservable, in which case it would be difficult to estimate the useful
(as viewed by the private sector) asset lives for municipal buildings,
highways, dams, and tunnels.

3. The Japanese national accounts do not adjust after-tax income for
"capital transfers" (wealth taxes and lump-sum transfers), so in the capi-
tal transactions (saving/investment) accounts the sum of saving, de-
preciation, and capital transfers equals the sum of investment in tangible
and financial assets plus a statistical discrepancy. In what follows we in-
dude transfers as part of saving, which is consistent with the U.S. prac-
tice. For the household sector, capital transfers are negative because they
are mainly bequest and gift taxes. In 1984 these are about 5 percent of
reported personal saving. Almost all of the reduction of personal saving
is transferred to corporate saving, making little difference to national
saving.

4. (very minor) In the U.S. national accounts personal consumption
and saving do not add up to personal disposable income because interest
paid by households to business and to foreigners is included in personal
disposable income. In what follows that interest component will be sub-
tracted from U.S. personal disposable income.9

All the saving rates to be presented are adjusted as described above. The
data source for Japan is the 1986 Annual Report on National Accounts
(which incorporates the latest benchmark revision). For the U.S. National
Income and Product Accounts data we use the 1985 Economic Report of the
President (which does not incorporate the January 1986 benchmark re-
vision). It is supplemented by the Balance Sheets for the U.S. Economy,
1945—84 (compiled by the Board of Governors of the Federal Reserve
System) for balance sheet information, without addressing the question
of compatibility between the two sets of U.S. data.

2.3. A LOOK AT AGGREGATE SAVING RATES

The most widely cited evidence in support of the notion that the Japa-
nese like to save far more than Americans do is Japan's exceptionally high
personal saving rate (the ratio of personal saving to personal disposable
income). Is it still higher than the U.S. personal saving rate after the
needed adjustments? Figure 1 shows the adjusted personal saving rate
for Japan and the United States. Japan's personal saving rate in 1984 was

9. If the principal is reduced as a consumer repays loans, that reduction in principal is part
of saving.
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13.7 percent, about 2.5 percent lower than the personal saving rate re-
ported in the national accounts and about 7 percent higher than the U.S.
rate. The difference between the adjusted and the reported rate is mainly
due to the capital consumption adjustments. The adjusted personal sav-
ing rate still exhibits the same basic pattern: it surges after the first oil
crisis of 1973—74 to a peak in 1976 of 21.1 percent. The U.S. personal sav-
ing rate is stationary and has been fluctuating around 6 percent. It is
clear that even after the needed adjustments Japan's personal saving rate
is substantially higher.

Figure 2 shows the effect of including consumer durables as assets.
Personal consumption thus excludes expenditures on durables but in-
cludes gross service flows from consumer durables. Personal disposable
income now includes net service flows from consumer durables. A de-
predation rate for consumer durables of 19 percent and a constant real
rate of 4 percent are used for imputation. (See the data appendix for a
detailed description of the imputation process.) It is well known in the
United States that inclusion of consumer durables raises the personal sav-
ing rate by a few percent. That is not the case for Japan—the personal
saving rate is little affected, thus narrowing the gap between the two
countries for 1984 to about 4 percent.

Figure 3 (and column (1) of table 1) displays the private saving rate (the
ratio of private saving to NNP, where Japan's NNP is calculated according
to the BEA convention of not including net service flows from govern-
ment assets). It does not include consumer durables. The U.S. rate is
more or less stationary. For Japan the behavior of the private saving rate
is very different from that of the personal rate. It declines during and after
the first oil crisis and has a declining trend since 1970. This is brought
about by the sharp drop in corporate saving depicted in figure 4 which
shows the ratios of personal, corporate, and government saving to NNP
for Japan. (The NNP here includes service flows from government capi-
taL) The corporate saving rate declined by 9 percent points from 1973 to
1974 in the face of stagnant earnings, increased dividend payments, and
increased depreciation at replacement costs.

The BEA definition of the national saving rate, which excludes govern-
ment net capital formation from national saving, is compared in figure 5
for the two countries. It reveals a surprising fact about Japan—though
one that is already apparent from a look at Japan's private saving rate in
figure 3—that the national saving rate has declined quite sharply since
1970. In the late 1970s there was only a small difference between the na-
tional saving rates in the two countries. If one takes the view that private,
not national, saving is the relevant saving concept, a good part of the de-
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dine in Japan's national saving rate after 1974 is attributable to the large
budget deficit shown in figure 4. Government saving, the sum of the
budget surplus and net government capital formation, has also been
negative since 1976, while reported government saving (not shown) has
been positive for all years.

The saving rates displayed thus far do not allow for revaluation or capi-
tal gains/losses. This leads to an understatement of saving by net debtors
in an inflationary environment. Column (2) in table 1 reports net re-
valuations—that is, changes in nominal values minus changes in value
attributable to changes in the general price level—on private (tangible
and financial) assets as a percent of NNP for Japan and the United
States.'° (To make the Japanese data comparable to the U.S. data, I use the
BEA convention here.) The huge capital gains and losses for Japan come
principally from the value of land, which is over 75 percent of the value
of total private assets. Column (3) in table 1 reports the size of the budget
surplus (government saving under the BEA definition). Net revaluation
of government net financial assets is in column (4). It shows the well-
known fact that the U.S. government has gained substantially as a net
debtor. Since the ratio of net government financial liabilities to NNP
was low in Japan in the inflationary period of the 1970s (the ratio was
minus 6 percent in 1974) and since the inflation rate has been low in the
1980s when the ratio is rapidly rising (it was 30 percent in 1984), net re-
valuation for the Japanese government has been small. The total national
saving rate inclusive of revaluation is reported in column (5). The number
for Japan may be overstated, as it is strongly dependent on the estimate
of land value in the national accounts. The value of land in the private
sector (exduding government enterprises) at the end of 1984, according
to the Japanese national accounts, is 858 trillion yen. It is substantially
higher than the market value of the U.S. private land of $3.3 trillion re-
ported in the Federal Reserve's Balance Sheets.

2.4. MEASUREMENT OF DEPRECIATION

Coming back to the saving rates without revaluation, the impact of capi-
tal consumption adjustments for Japan is most dramatically shown in
figure 6 where the ratio of national saving to NNP (with government

70. The household and corporate sectors are already consolidated in table 1, because the
data on the market value of equity in the Japanese national accounts seem wholly unre-
liable. The value of Tobin's q (the ratio of the value of tangible assets at replacement cost
to the market value of net financial liabilities) for the corporate sector at the end of 1984
is 0.38 (see table A4). The reported market value of net financial liabilities is Less than
the reported value of inventory. This low estimate is due to the fact that stocks that are
not publidy traded are valued in the Japanese national accounts at their" par" value (a
mere 50 yen). By consolidating the household and corporate balance sheets, the prob-
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capital) is shown with and without capital consumption adjustments. In
1984 the difference was over 6 percentage points, about 60 percent of
which came from capital consumption adjustments on private assets. Its
sheer size makes us wonder if our capital consumption adjustments may
have been carried too far. The capital accounts in the Japanese national
accounts provide estimates of the value of the nation's depreciable assets
for five asset types: housing, nonresidential buildings, other structures,
transportation equipment, and machinery and other equipment. (The
decomposition of depreciable assets by type is available only for the na-
tion as a whole.) The implicit rate of physical depreciation can be calcu-
lated for each year and for each asset type as a ratio of depreciation to the
year-beginning value of the asset. If the reported value of depreciation is
used, the implicit depreciation rate shows a marked downward trend for
each of the five asset types, a dear indication that depreciation at histori-
cal costs is inappropriate. The overall (asset-weighted) depreciation rate

Table 2 IMPUCIT PHYSICAL DEPREUAflO('sI RATES

Year (1) (2) (3) (4) (5) (6) (7)

1970 9.8
(20.6)
(39.5]

6.8
(24.9)
140.01

7.8
(29.8)
(36.51

54.6
(4.2)

[69.4]

22.8
(20.6)
(64.61

12.5 13.9

1975 8.8
(23.5)
(70.11

6.4
(22.7)
(70.31

6.3
(30.0)
(67.41

31.2
(4.7)

[91.01

20.5
(19.1)
[93.7]

7.3 11.0

1980 9.1
(26.1)
[95.7]

6.8
(21.9)
[94.01

6.3
(34.6)
(93.31

31.8
(3.4)

[96.61

21.9
(14.0)
[95.7]

6.5 10.6

1984 8.5 6.4 5.7 30.6 21.4 6.6 9.9
• (23.5)

[103.01
(22.7)

[106.31
(37.1)

[107.31
(3.0)

[99.0]
(13.6)
[95.5]

Average 9.0 6.5 6.6 33.5 21.6

The first row for each year is the depreciation rate, the second row in parentheses is the value share in
the nation's stock of depreciable assets, and the third row in brackets is the deflator for the asset at the
beginning of the year. Depreciation rates and shares are in percents. Columns (1)—(5) represent the five
asset types: (1) housing, (2) nonresidential buildings, (3) other structures, (4) transportation equip-
ments, and (5) machines and other equipment. The depreciation rates reported in these five columns are
net of our capital consumption adjustments. Column (6) shows the overall depreciation rate as reported
in the Japanese national accounts. Column (7) is the overall depreciation at replacement costs and gov.
ernment depreciable assets.
Source. Columns(1)—(6) from the 1985 Annual Report on National Accounts (with our capital consumption
adjustment procedure applied to columns (1)—(5)). Column (7) from the Data Appendix.
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is reported for selected years in column (6) of table 2. It clearly shows the
impact of the 1973—74 inflation.

If our procedure for capital consumption adjustments, briefly de-
scribed above, is applied to the five asset types to obtain depreciation at
replacement cost, we obtain the implicit depreciation rates reported in col-
umns (1)—(5) of table 2 along with the asset shares in parentheses and
asset price indexes in brackets. The depreciation rate for other structures
still shows a downward trend, but it may be attributable to the practice

- in the Japanese national accounts of not depreciating government assets
other than buildings, which also distorts the asset shares in table 2
in favor of structures. (The depreciation for transportation equipment
shows a steep downward trend for the first three or four years after 1970.
We suspect that the 1970 value of the stock of transportation equipment
is understated.) The average depreciation rates in the last rows of col-
umns (1)—(5) do not seem totally out of line with, for example, the aver-
age implicit BEA rates reported in Hulten and Wykoff (1981, table 2)."
Column (7) reports the overall depreciation rate implied by our capital
consumption adjustment procedure and implicit in all the saving rates
displayed so far. It is not strictly the asset-weighted average of columns
(1)—(5) because it is based on our estimate of government capital where
the depreciation rate is constrained to be 6.5 percent. It still shows a
clear but mild downward trend. This downward trend, which is not
apparent in asset-specific depreciation rates in columns (1)—(5), is at-
tributable to the shift in asset value shares in favor of longer-lived assets.
This shift in turn is due mainly to the large-scale change in relative asset
prices that has continued since at least 1970, shown in brackets. It
appears that our capital consumption adjustments are of reasonable
magnitude.

We conclude that Japan's aggregate saving rate—however defined—is
indeed higher than the comparable U.S. saving rate, but not by as much
as is commonly thought. Not only is the level different, but the pattern
over time of Japan's saving rate with large peaks and well-defined trends
is in sharp contrast to the stationary U.S. pattern. We now turn to the
question of how one might explain the difference.

lem of a correct valuation of equity can be avoided. This amounts to valuing corporate
capital at replacement cost rather than at the market value observed in the financial
markets.

11. The average depreciation rates obtained in table 2 are close to the asset life reported in
the 2970 National Wealth Survey. Almost all the available estimates of the capital stock in
Japan are based on this periodic official sampling survey of the net capital stock of the
nation. The survey has not been conducted since 1970.
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3. A Catalogue of Explanations
That Japan's personal saving rate is one of the highest in the world was
recognized in Japan as early as 1960. A concise survey of the early litera-
ture can be found in Komiya (1966). The most recent and most exhaus-
five survey is Horioka (1985b) which lists over thirty possible factors that
might contribute to Japan's high personal saving rate. A striking feature
of the Japanese literature is its lack of a neoclassical perspective: the per-
sonal saving rate as a fraction of personal disposable income is the center
of attention. Also, no attention has been given to the measurement of
depreciation which, as we have seen, is very important. This section is
a catalogue of explanations of Japan's high saving rate that have been
offered in the literature and still enjoy some currency. They will be exam-
ined later.

High Income Growth An association of the income growth rate and the
saving rate is consistent with several alternative hypotheses of saving.
Both the life-cycle hypothesis (with finite lives) and the permanent in-
come hypothesis (with infinite horizon) imply that a temporary rise in
the growth rate raises the saving rate. For a permanent increase in the
growth rate, the permanent income hypothesis would predict a lower
saving rate (if the real interest rate is unchanged). In the life-cycle hy-
pothesis, the initial impact of a permanent increase in the growth rate on
the saving rate is probably to lower it, but the long-run impact is a higher
saving rate, because older and dissaving generations are, in the long run,
outweighed by younger and wealthier generations. The habit persistence
hypothesis predicts a positive response of the saving rate to either a per-
manent or a temporary increase in productivity growth. For Japan the
relation between the growth rate and the saving rate is far from clear-cut.
Figure 7 contains the graph of the GNP growth rate and the personal
saving rate. They tend to move in opposite directions, especially during
and shortly after the first oil crisis. This is inconsistent with the habit
persistence hypothesis. Comparing fIgure 7 with figures 3, 5, and 6, we
see that the private and the national saving rates are more dosely related
to GNP growth than the personal rate.

The correlation of the saving rate with the growth rate is actually diffi-
cult to interpret because there can be a reverse causation running from
saving to growth through capital accumulation. However, the dear pre-
diction by the life-cycle hypothesis that a secularly high growth rate
should be associated with a high saving rate could explain Japan's higher
saving rate. This will be examined in the next section where we perform
a saving rate simulation based on the life-cycle hypothesis.
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Demographics The proportion of the aged has historically been small in
Japan. Also, the life expectancy of the Japanese is now the longest in the
world. According to the life-cycle hypothesis, these demographic factors
should raise the aggregate saving rate. This, too, will be taken up in the
next section.

Underdeveloped Social Security System The reasoning is that because Ja-
pan's social security system is underdeveloped people have strong needs
to provide for old by themselves. Japan's social security system has
expanded rapidly since 1973. If the household sector is the relevant
boundary, this explanation is inconsistent with the data because the per-
sonal saving rate actually increased after 1973. The decline in the private
saving rate could be explained by the eniarged social security system.
The role of social security will be taken up in section 7.

Bonus System In postwar Japan, workers receive large lump-sum pay-
ments twice a year. The bonus system originated in large firms and has
spread to smaller ones. The amount depends on the profitability of the
firm and the industry, although less so in recent years. The evidence that
appears to support this bonus hypothesis is that the ratio of bonuses to
regular employee compensation is closely related to the personal saving
rate, as shown in figure 7. (The data on the bonus ratio is from Ishikawa
and Ueda (1984)). The bonus hypothesis was advanced very early and
gained popularity when both the bonus ratio and the personal saving
rate rose after 1973 and then slowly started to decline. This fact can,
however, be explained straightforwardly by a neoclassical perspective
that households can see through the corporate veil. Bonuses are a trans-
fer of corporate saving to personal saving. If it is private saving that
matters, the bonus ratio should raise personal saving. The bonus hy-
pothesis cannot be an explanation of a high private saving rate.'2

Tax Incentives The Japanese tax system encourages saving because in-
come from capital is very lightly taxed at the personal level. This issue
will be examined in section 8.

High Housing/Land Prices As Horioka (1985a) reports: 'The annual Pub-
lic Opinion Survey on Saving.. . has consistently found that the five
most important motives for household saving in Japan are those relating
to illness/unexpected disaster, education and marriage, old age, land/
12. Those who receive bonuses and those who own the company's stock are often differ-

ent. The neoclassical reasoning is that they are linked with operative bequest and gift
motives.
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housing purchases. and peace of mind. Moreover, a comparison of the
Japanese findings and those of a similar U.S. survey shows that the big-
gest differences are that the motives relating to education and marriage
and land/housing purchases are far more important in Japan, while the
old age motive is far more important in the United States." As docu-

in Hayashi, Ito and Slemrod (1985, incomplete), the Japanese
had to accumulate probably as much as 40 percent of the purchase price
of a house while borrowing the remaining fraction from government
loans (subsidized and therefore rationed) and from private financial in-
stitutions. The high ratio and the nondeductibility of in-
terest expense for mortgage borrowing may contribute to high savings
by younger generations. Uke the first three explanations above, this ex-
planation has life-cycle considerations in mind. Some evidence will be
presented in section 5 to gauge the relevance of high housing prices.

Bequests This is probably the least popular explanation in Japan. There
is a casual discussion in Shinohara (1983) to the effect that perhaps the
Japanese may like to leave large bequests. Horioka (1984), after rejecting
the standard life-cycle hypothesis on the basis of household survey data
and various opinion surveys, also notes at the end the importance of be-
quests and their connection to the prevalence of the extended family in
Japan. To anticipate, my conclusion is that bequests are probably the
most important factor.

Cultural Factors If all else fails, there is a cultural explanation. The Japa-
nese are simply different. They are more risk-averse and more patient. If
this is true, the long-run implication is that Japan will absorb all the
wealth in the world. I refuse to comment on this explanation. Honoka
(1985b), after examining various studies that address the cultural issue,
concludes that the available evidence is mixed.

4. Explanation by the Life-cycle Hypothesis
The life-cycle hypothesis of saving (Modigliani and Brumberg (1954),
Ando and Modigliani (1963)) asserts that, people's saving behavior is
strongly dependent on their age. Aggregate saving can be explained by
such demographic factors as age distribution and life expectancy, and
such economic factors as the age proffle of earnings. The hypothesis is
attractive because it generates very specific empirical predictions- about
aggregate saving if data are available on demographics, the age proffle of
earnings, and asset holdings. This section performs a standard "steady-
state" simulation of aggregate saving under the life-cycle hypothesis.
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The steady-state assumption allows us to impute rather than observe the
age profile of asset holdings. The profile of asset holdings by the age of a

- person (rather than by the age of a head of household) is difficult to ob-
serve for the case of Japan because of the prevalence of the extended
family.

Before getting into the actual simulation, however, a precise defmition
of the life-cycle hypothesis is in order. Its essential feature, eloquently
expounded by Modigliaru (1980), is that people are selfish and do not
plan to leave bequests. It is this feature which, coupled with the single-
peaked age-earnings profile, leads to the prediction that people save to
prepare for their retirement. An equally important, but often implicit,
assumption is that people can purchase annuities and life insurance
at actuarially fair prices. This means (see Barro and Friedman (1977))
there is only one constraint, the lifetime budget constraint, faced by the
consumer:

± r)1c(t + 1,1.' + i)

= + + i,v + i) + A(t,v), (1)

where c(t,v), -w(t,v) and A(t,v) are, respectively, consumption, earnings
and initial assets of a consumer aged v at time i. q(t,v,i) is the probability
at time t that the consumer of age v survives into period t + i. r is the
real rate of return. This version will be referred to as the strict life-cycle
model.

In the absence of complete annuity markets, perfect insurance, as rep-
resented by equation (1), against living "too long" is not available. Invol-
untary bequests are the price to be paid to self-insure against longevity
risk. But, as Kotlikoff and Spivak (1981) point out, longevity risk can
be partially insured against if selfish parents "purchase," in exchange
for bequests, a promise by children to provide assistance in old age.
This class of models may be called the selfish life-cycle model with im-
perfect insurance.

Other models of saving include the strategic bequest model recently
proposed by Burnheim, Shleifer, and Summers (1985) and the model of
dynastic altruism of Barro (1974) and Becker (1981). In the latter model
parents care about the welfare of their children and thus behave as if
their planning horizon is infinite. In the former model, parents are not
necessarily altruistic toward their children but use bequests to influence
their children's action. I do not here intend to confront all these models
with the Japanese data in a formal fashion. Since most of the explana-
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tions surveyed in the previous section have the strict life-cycle model in
mind, the first order of business is to test it on Japanese data by a simula-
tion technique.

If the strict life-cycle model is applicable to Japan, it should for realistic
values of relevant parameter values generate the aggregate saving rate
and the wealth-income ratio as observed in Japan. If we take seriously
the numbers in the capital accounts of the Japanese national accounts,
the ratio of national wealth (including, land) to (capital consumption-
adjusted) NNP was about 4 in 1970 and about 6 in 1980 (see fIgure 8,
where the inverse of the wealth-NNP ratio is plotted). The inputs to the
simulation are: (i) the actual age-earnings profile (w(t, v)), (ii) the actual
age distribution of the population, (iii) survival probabilities (q), and (iv)
a constant annual real rate of return of 4 percent. There are two param-
eters: the longitudinal consumption growth rate (h) implicit in the age-
consumption profile and the secular productivity growth rate (g). Thus
the longitudinal consumption profile is assumed to be

c(t + i,v + 1) = c(t,v)(l + h)1, (2)

and the prospective earnings profile is

w(t + i,v + i) = w(t,v)(1 + g)i. (3)

The potential lifespan is represented by seven ten-year periods. The first
period corresponds to ages 20—29 and the last to 80—89. Under the
steady-state assumption that earnings and assets of a consumer of given
age v grow at a constant rate g over time, we can calculate for each com-
bination of h and g the aggregate saving rate and wealth-NNP ratio.'4

13. The age-earnings profile is constructed as follows. Earnings by age are taken from the
Basic Survey of Wage Structure (the Ministry of Labor). They are multiplied by the labor
force participation rate taken from the Labor Ministry's Labor Force Survey. The earnings
for 50—59-year-olds are then multiplied by a factor of 1.18 to accommodate the re-
tirement payments. This factor is calculated from the age-earnings profile displayed
in Table 3-24 of the 1985 White Paper on Japanese Economy (Economic Planning Agency).
The survival probability for a cohort in year t in a ten-year age group is calculated as
the ratio of the number of the cohort in year t + 10 to year t. For 1980, the survival
probability is assumed to be the same as in 1970, except for cohorts over 60. For
the 60—69-year-olds it is set at (1 — 0.01483)10, where the number 0.01483 is the
death probability for 60—69-year-olds reported in a Ministry of Health and Welfare
publication. Similarly for the 70—79-year-olds the survival probability is set at (1 —
o.046045)*lo.

14. Our "steady-state" simulation is a mere replication of the analysis in the second half of
Tobin's (1967) paper but using Japanese data on the age-earnings profile and the age
distribution. To be more concrete, equations (1)—(3) are sufficient to give the prospective
consumption and asset holdings profile (c(t + i.v + i) and A(t + i,v ÷ i) for all i)
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Table 3 displays the actual age profile, of earnings for 1970 and 1980
with the sum normalized to unity, along with the U.S. earnings profile.15
For lack of data, earnings for those aged 70 and over are set at zero. The
share of earnings for ages 20—29 has declined in Japan, mainly due to a
decline in the labor force participation rate brought about by the increase
in college enrollment. Earnings in Japan peak in the 50—59 age group be-
cause of lump-sum retirement payments. It may be argued that the high
earnings by thos,e aged 50—59 do not reflect productivity; rather the
earnings are a return from implicit saving whose amount equals the ex-
cess of true productivity over actual earnings at younger ages. Without
the retirement payment adjustment, earnings for groups 40—49 and 50—
59 are nearly the same, but the steady-state calculations do not change

for those aged v = 0 in period t because for v = Owe have A(t,O) 0 under the self-
ish life-cycle hypothesis. The steady-state assumption implies that assets held by
v-year-olds in period t + i are (1 ± g)**i times as large as assets held by v-year.
olds in period t. That is, A(t + i,v) ((1 + g)**(_ i)) = A(t,v). This allows us to
calculate prospective consumption and asset holdings profile for those who are v years
old in period t because their initial assets A(t,v) can be set at A(t + v,v) ((1 +
g)**(_v)). The simulation is partial equilibrium in nature, because what is generated is
the supply of saving, that is not guaranteed to equal changes in the capital stock. Also
note that the aggregate output growth rate depends on the age distribution as well as
on the productivity growth rate g. Our simulation does not take taxes and transfers
into account. Proportional income taxes will not affect the saving and wealth-income
ratios. We also do not consider social security, because assumptions about future ex-
pected benefits are inevitably arbitrary. If social security is actuarially fair, then it is
dear that the size of the social security system does not affect our steady-state calcula-
tions of the national saving rate.

15. The U.S. earnings profile is taken from the 1972—73 Consumer Expenditure Survey. It
would have been preferable to obtain it from labor market data.

Table 3 AGE DISTRIBUTION OF EARNINGS AND POPULATION

Earnings

20—29 30—39 40—49 50—59 60—69 70—79 80—89

Japan, 1970
Japan, 1980
United States,

1972—73

0.12
0.09

0.17

0.22 0.28 0.13 0.0
0.22 0.28 0.29 0.13 0.0

0.24 0.26 0.22 0.11 0.0
Population (Fraction of total population)

0.0
0.0

0.0

20—29 30—39 40—49 50—59 60—69 70—79 80—89

Japan, 1970
Japan, 1980

0.19
0.14

0.16 0.11 0.09 0.06 0.03
0.17 0.14 0.11 0.07 0.04

0.01
0.01

See footnote 13 for the source of the Japanese data. The U.S. earnings profile is obtained from the Con-
sumer Expenditure Survey, 1972—73, Bureau of Labor Statistics Bulletins 1992 and 1997. Table 3.



Saving rate (%)

Annual productivity growth

0% 5% 10%

3 —81 —680
32 28 —87
52 66 53

Saving rate (%)

Annual productivity growth

0% 5% 10%

8 —64 —596
33 27 57
52 68 60

U.S. Earnings Profile, Japanese

Saving rate (%)
Annual productivity growth

0% 5% 10%

7 —50 —400
34 30 —47
54 70 61

Saving rate (%)

Annual productivity growth

0% 5% 10%.

10 —35 —330
34 36 —23
53 72 67

Wealth-income ratio
Annual productivity growth

0% 5% 10%

—0.5 —7.8 —30.4
6.6 1.2 —4.1

10.0 5.0 1.9

Wealth-income ratio

Annual productivity growth

0% 5% 10%

—0.9 —8.9 —35.1
7.0 1.5 —3.9

• 10.5 5.5 2.3

Age Distribution of Population

Wealth-income ratio
Annual productivity growth

0% 5% 10%

1.1 —5.0 —17.9
7.5 2.2 —2.3

10.6 5.4 2.3

Wealth-income ratio

Annual productivity growth

0% 5% 10%

1.6 —5.2
8.5 2.2 —1.9

11.6 6.1 2.8

In Panel B, the actual 1970 Japanese age distribution of population is used for 1970, and the actual 1980
Japanese age distribution of population is used for 1980.
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Table 4 STEADY-STATE SIMULATION RESULTS

Panel A. Japanese Earnings Profile, Japanese Age Distribution of Population

1970

Annual
consumption
growth (h)

h = 0%
5%

10%

1980

Annual
consumption
growth (h)

h = 0%
5%

10%

Panel B.

1970

Annual
consumption
growth (h)

h = 0%
5%

10%

1980

Annual
consumption
growth (h)

h = 0%
5%

10%
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significantly.'6 Table 3 also shows the actual age distribution of the popu-
lation over the seven age groups. The postwar baby boom generation is
now approaching the prime earning ages. There are now more 40—59-
year-olds, which should increase the aggregate saving rate.

The steady-state values of the aggregate saving rate and wealth-income
ratio expressed at annual rates are shown in table 4. The table suggests
several conclusions: Consumption must rise very rapidly through life for
the selfish life-cycle model to be consistent with the observed values of
the aggregate saving and wealth-income ratios, because the Japanese
age-earnings profile is much steeper. To isolate the effect of the earnings
profile, Panel B of table 4 displays the simulation result which uses the
1972—73 U.S. earnings profile for both the 1970 and 1980 simulations, but
still uses the same actual Japanese age distribution of population. Com-
paring the saving rates in Panel B with those in Panel A for the same year
for each combination of the consumption growth rate and the productiv-
ity growth rate, we can see that with the age structure fixed the differ-
ence in the earnings profile between the United States and Japan should
make the U.S. saving rate higher. Looking at Panel B for 1970 and 1980 and
thus holding the age profile of earnings fixed, we see that the Japanese
demographics also work against the life-cyde hypothesis: it predicts a
rising aggregate Japanese saving rate.

Another surprising conclusion is that the saving rate generally declines
with the productivity growth rate under the Japanese age-earnings pro-
file and demographics. This has a clear and simple explanation. Since
earnings are highly skewed toward older ages, quite contrary to the
usual textbook picture of hump saving, saving is done primarily by older
generations. As the secular productivity growth rate goes up, aggregate
saving becomes dominated by a younger and wealthier generation whose
saving rate is lower than the saving rate for older generations. It is still
true that the very old are dissaving, but their weight in the actual age
distribution is tiny.

Since a primary source of the failure of the life-cyde model to mimic
the observed saving and wealth-income ratios is dissaving by younger
generations, the introduction of liquidity constraints may alter the con-
dusion. The result (not shown) of a simulation in which consumption is
constrained not to exceed the sum of income and initial assets indicates
that the saving and wealth-income ratios are now higher because the
negative saving by the young is constrained from below, but that the de-

16. This is because what is crucial in the simulation turns out to be the steepness of the
Japanese age-earnings profile. See Hashixnoto and Raisian (1985) for a full documenta-
tion on the effect of tenure on earnings in Japan and the United States.
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mographics still works dearly against the model and the inverse relation
of the aggregate saving rate with the productivity growth rate remains.

5. Evidence from Household Survey Data
5.1. HOUSEHOLD SURVEYS

The failure of the steady-state life-cycle simulation to mimic the aggre-
gate saving rate and wealth-income ratio means that the actual Japanese
age profiles of consumption and asset holdings differ greatly from the
life-cycle predictions. We now examine them in order to locate possible
deviations of the Japanese saving behavior from the life-cyde models. To
this end, survey data on households grouped by age of head of house-
hold are essential. Several household surveys in tabulated form are pub-
licly available in Japan. The Family Income and Expenditure Survey (FIES) is
a monthly diary survey of about 8,000 households. It has no information
on assets and imputed rents and no information on income for house-
holds other than the so-called worker household (namely, households
whose head is on a payroll). The Family Saving annually collects
data on balances and changes in financial assets and liabilities and pre-
tax annual income. It has no information on expenditures and physical
assets. The sample size is less than six thousand, insufficient to give reli-
able tabulations by age. These two surveys do not èover one-person
households. The National Survey of Family Income and Expenditure (here-
after National Survey), conducted every five years since 1959, is a very
large sample (over 50,000) and covers most types of households (the ex-
ceptions are agriculture and fishing). It obtains information through bi-
weekly collection of diaries on expenditures on various items, imputed
rent, income, taxes, and financial assets. The shortcoming of this survey
is that it covers only three months (September, October, and November)
and that except for the pretax income for the twelve-month period end-
ing in November no information is available on monthly income and
taxes for nonworker households, which are about 30 percent of the
sample. The 1974 and 1979 tapes on individual households have been
extensively analyzed by Ando (1985). Our present study uses only the
published tabulations in the National Survey Reports.

Table 5A displays some cross-section information for the United States,
taken from the 1972—73 Consumer Expenditure Survey. Table 5B contains
similar information for Japan taken from the 1974 National Survey Report.
One-person households are counted as a half household in the
tion for Japan. Since average monthly income and taxes are not available
for nonworker households, we show disposable income, ccmsumption
expenditure and the saving rate separately for worker households. In-
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come and expenditure variables are at annual rates.17 The value of àwned
homes (which includes the value of land) is obtained from data on im-
puted rent assuming that the annual real rate of return is 4 percent and
the depreciation rate 1 percent. The definition of disposable income and
consumption expenditure is brought closer to the national income defi-
nition by using the following formulas:

consumption expenditure = total consumption expenditure
+ income in kind (including imputed

rent), (4)

disposable income = total income (including social security benefits
and pensions)

+ income in kind (including imputed rent)
* depreciation on owned home (20 percent of

imputed rent)
— interest part of loan repayments (6 percent times

financial liabilities outstanding). (5)

Unless otherwise stated, this is the definition of disposable income and
consumption that we employ throughout the article. Although the re-
maining conceptual differences make the comparison with the national
accounts data more or less meaningless (see Ando (1985) for detailed dis-
cussion) it appears from the last two columns of table 5B that the Na-
tional Survey severely underreports asset values.

From the viewpoint that the private sector or the nation is the relevant•
boundary, the definition of income should include anticipated capital
gains on stocks. We should bear in mind that the saving rate displayed in
the tabulations is the personal saving rate, exclusive of revaluations. We
know from table 1 that there were large capital losses on private assets in
1974 and large capital gains in 1979. To the extent that some components
of revaluation were anticipated, the saving rate for 1974 in table 5B is
overstated.

Several differences between the United States and Japan are dearly no-
ticeable from tables 5A and 5B. First, the share in the total universe of
households headed by persons 65 and over is very small in Japan. Sec-
ond, the average number of old people living with younger households
is much higher. Third, home-ownership does not dedine after the house-

17. Monthly figures averaged over the three-month period of September through Novem-
ber are converted to annual rates by using the seasonality factors reported in the An-
nual Reports of the Family Income and Expenditure Survey.
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hold head retires. These are just different aspects of the same important
fact about Japan, emphasized in Ando (1985), that elderly parents often
invite one of their children (usually the eldest son) and his family to
move into their house or, less frequently, the parents move into the
younger household. According to the Basic Surveys for Welfare Administra-
tion, over 80 percent in 1960 and 67 percent in 1983 of persons 65 or over
lived with their children. For persons 80 years or over, the proportion
was 90 percent in 1983. Thus data such as those given in table 5B orga-
nized by age of head of household give only a mixture of the saving be-
havior by the young and the old. This certainly makes the interpretation
of the data less straightforward. We will come back to this issue of house-
hold merging shortly.

5.2. HIGH HOUSING/LAND PRICES?

The fourth difference is that the saving rate does not depend very much
on age.18 This could be explained by the saving behavior of the elderly
living with younger families, but, as we will see (in table 9, Panel A), the
pattern is clearly observed for nuclear families as well. This is why the
life-cycle models fail to explain the Japanese saving rate. Fifth, unlike
the United States, there is no indication of dissaving by very young
households. This can be explained by a combination of liquidity con-
straints, the extremely high Japanese housing prices, and the high down-
payment required to purchase a house.

This brings us to the explanation mentioned in section 3 that the Japa-
nese saving rate is high because the Japanese have to save a great deal to
purchase a house whose price is several times their annual income. The
National Survey Reports since 1974 have separate tabulations for the
three largest metropolitan areas. We can therefore calculate the saving
rate separately for urban and rural areas. Since housing prices are much
higher in urban areas, the saving rate must be higher as well. We can
actually get more information from the National Survey Reports because
since 1979 the tabulations are further broken down to three household
types: homeowners; renters without a plan to purchase a house within
the next five years; and renters with such a plan.

Table 6 displays the saving rate by region and household type for 1979
and 1984. (As disposable income is not available for nonworker house-

18. This pattern shows up consistently in almost any household survey in Japan for every
year. We must, however, be careful about the saving rate for the old. The saving rate is
for worker households, which automatically excludes But table 5B indicates
that, for all households whose head is 65 or over, average annual income is 2.5 million
yen and average expenditure 1.7 million yen. For those households the average tax rate
would be at most 15 percent. Thus their personal saving rate must be over 20 percent.
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holds, the saving rate is calculated for worker households only.) As pre-
dicted by the housing price hypothesis, the saving rate for renters with
purchase plans is several percent over that for other types of households
in 1979. However, the saving rate for those who plan to purchase a house
in urban areas is about the same as that in rural areas, which suggests
that the elasticity of substitution between housing and other forms of
consumption may be close to unity. It is not the price of houses per se
that is driving the saving rate up. More important are the unavailabil-
ity of housing loans and the tendency of the Japanese to own, rather
than rent, houses despite no tax advantages on mortgage payments.
Another piece of evidence in the table unfavorable to the housing-price
hypothesis is that the saving rate averaged over household types is,
if anything, higher for rural areas, where houses are much cheaper.
This underscores the general principle that a high saving rate for the
young population by itself does not translate into a high aggregate sav-
ing rate. If for some reason or other the young are forced to save more
than they otherwise would, the life-cycle hypothesis implies that the in-
voluntary saving will be spent in the later stages of life and thus reduce
the saving rate for older generations. The high housing price does not
seem to have any relevance in very recent years, because the table shows
that for 1984 saving rates are not at all affected by the intent to purchase
a house.

5.3. ASSET HOLDINGS BY THE AGED

The prevalence of children living with parents creates two problems
that must be borne in mind in analyzing Japanese household survey
data. First, as already mentioned, tabulation by age of the household
head does not fully reveal the life cycle of a typical person, because of

Table 6 SAVING RATES BY AGE, TYPE AND REGION, WORKER
HOUSEHOLDS

1979 1984

Urban Rural Urban Rural

1. Homeowners 18 19 18 20
2. Renters without

purchase plans 19 19 18 20
3. Renters with •

purchase plans 25 24 19 21

Average 19 19 18 20

Source: 1979 National Surt'ey Report. vol.
Survey Report.

1, part I, Table 26, and vol. 1, part 2. Table 18. 1984 National
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the presence of the elderly. in the extended family. Second, since the
household survey defines the head of a household to be the main in-
come earner, there is a sample selection bias, in that heads of extended
families in older age groups are high-income people whose earnings
are greater than the earnings of their adult offspring in their prime earn-
ing ages.

This sample selection bias is particularly relevant when we examine
the issue of asset decumulation by the aged, a popular test of the selfish
life-cyde models. Table 7 combines two of the tabulations given in Ando's
(1985) study. The tableis arranged to make it easy to trace over the five-
year period of 1974—79 the asset holdings by cohorts defined by five-year
age groups. The tabulation is for two-or-more-person households whose
head was over 56 in 1974, so both nuclear and extended families are in-
cluded. Assets here consist of financial assets (excluding the present
value of social security benefits), the market value of any owned home
(whose main component, of course, is the value of land), and consumer
durables. They are stated in 1979 prices. The mean asset holdings do not
decline as cohorts age. The essential aspect of the ]ife-cyde models does
not seem to hold. This, however, is a premature conclusion, for three
reasons. The first is probably familiar to American researchers, while the
other two are specific to the prevalence of the extended family. First,

Table 7 AGE PROFILE OF ASSET HOLDINGS BY OLDER TWO-OR-MORE-
PERSON HOUSEHOLDS, 1974 AND 1979

1974

Age of head in 1974

56—60 61—65 66—70 71—75

Sample size 1572 1418 927 553
Mean 1946 1936 1815 1813
First quantile 1185 1153 1095 1107
Second quantile (median) 1760 1755 1662 1660
Third quantile 2455 2456 2293 2323

1979

Age of head in 1979

61—65 66—70 71—75 76—80

Sample size
Mean

1623
1971

1187 615
1839 1865

245
1847

First quantile 1160 1038 1080 965
Second quantile (median)
Third quantile

1785
2512

1565 1636
2351 2398

1515
2291

In ten thousands of 1979 yen.

Source: Ando (1985).
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poor people at the lower end of the 1974 asset distribution are more
likely to die and thus disappear from the asset distribution for 1979. Sec-
ond, of old nuclear families, poor ones may be more likely to disappear
as they are merged into younger households. Third, by the very design
of the survey, older household heads of extended families are the ones
who still dominate their sons in terms of income. This is the sample se-
lection bias mentioned above.

For these reasons the lower end in the 1974 asset distributions be-
comes tapered as time goes on. However, it should still be the case that if
the old are decumulating, the upper ends of the asset distribution shift
to the left. For those who were 56—60 years old in 1974, there is no attri-
tion in the first place because the sample sizes for 1974 and 1979 are
about the same. Thus simply comparing the mean is enough to conclude
that there is no asset decumulation. For the 61—65-year-olds in 1974,
there is a slight reduction in the sample size (from 1,418 to 1,187), and
the whole upper end seems to have shifted to the left between 1974 and
1979. But the shift is very small—averaging across quartiles less than
10 percent over five years. For the 66—70-year-olds the sample size de-
clines by a third over the five-year period. If assets were neither accumu-
lated nor decumulated, the 1979 second quantile should be somewhere
between the 1974 second and third quantiles. But in the table the 1979
second quantile is actually less than the 1974 quantile, indicating that as-•
set decumulation may have occurred. We get the same conclusion for the
71—75-year-olds. Thus, there is some evidence of slight asset decumula-
tion by the old. We hasten to add, however, that the conclusion is based
on the assumption of no attrition for the upper end of the asset distri-
bution. Also, the sample size for the very old may not be large enough to
deem the quantile estimates reliable.

5.4. IMPORTANCE OF BEQUESTS

Thus, the evidence on old persons maintaining independent households -

with or without their children is not very favorable to the selfish life-
cycle models. Does the same condusion apply to the elderly living with
younger generations—the majority of the older population in Japan?
Ando (1985) claims that there is strong evidence that they decumulate
assets. He drew this conclusion from an equation explaining asset hold-
ings for preretirement households. The equation shows a positive effect
on household assets of the presence of the elderly in the household. This
by itself is not surprising because when older parents retire they bring
previously accumulated assets to younger households. What is signifi-
cant is that the positive effect rapidly declines as the age of the older per-
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son increases. However, it seems that Ando's conclusion is premature
because it ignores the role of bequests.

The saving behavior of the elderly living with younger generations can
be inferred from a comparison of the nuclear family with the extended
family. Table 8 displays the age profile of pretax income, expenditure,
and financial asset holdings for 1979 and 1984. Because the tabulation in
the 1979 and 1984 National Survey Reports by family type (nuclear and ex-
tended) do not show income in kind and imputed rent by age, consump-
tion expenditure and income in the table are not adjusted for it. The
market value of owned homes cannot be estimated, either. Taxes also are
not shown because the National Surveys have no data on taxes for non-
worker households. The profiles for nuclear families are in Panel A, and
the proffles for extended families (households with adults of more than
one generation) are in Panel B. One-person households are counted as
half a nuclear household.19 If entries in Panel A are subtracted from the
corresponding entries in Panel B, we obtain Panel C. It therefore con-
tains the difference in income, expenditure, and assets brought about by
the presence of older parents. Consistent with Ando's conclusion, finan-
cial assets attributable to the elderly start to decline as we move to the
right across age groups in Panel C.2° This pattern of asset decumulation by
the elderly, however, is inconsistent with the low expenditure relative
to income shown in Panel C. Although table 8 shows pretax income,
similar tabulations (not shown) based on disposable income for worker
households indicate that the average tax rate is somewhere between
13 percent and 17 percent depending on age and family type and is
somewhat higher for nuclear Thus if the pretax income is multi-
plied by 0.85 it serves as a lower bound for the difference in personal
disposable income (though not adjusted for income in kind). Compari-
son of this estimate of disposable income and consumption expenditure

19. At the time of writing, the 1984 National Survey Report was not yet published, but I
was given access to the 1984 tabulations in computer printout form. The tabulation for
1984 in table 8 does not take single-person households into, account. It would make
little difference to the results.

20. The difference in financial assets for the 20—29 age group in Panel C is small for the
sample selection bias I have mentioned. Because the survey defines the household
head to be the main income earner, older persons in a young extended family where
the household head is the son tend to be low-income people, unable to earn more than
20—29-year-olds do. Their contribution to household assets is therefore small. Because
table 8 is a cross-sectional tabulation of assets, we must also be aware of the cohort
effect due to economic growth that asset holdings by v-year-olds in year t + i are
(1 + g) i times as large as asset holdings by v-year-olds in year t, where g is the long-
term growth rate. The cross-sectional decline in asset holdings reported in Panel C of
the table is too steep to be accounted for by the growth factor, however.
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in Panel C indicates that the elderly in younger extended households are
accumulating. Put differently, then, how is it that nuclear families are ac-
cumulating assets so rapidly without the help of parents?

Our answer is that nuclear families do receive help from their par-
ents—in the form of bequests. As we move to the right across age groups
in Panel C, both parents and children (heads of household) get older.
More and more parents die as they get older. If parents in an extended
family leave bequests, the extended family turns into a nudear family
with additional assets. Furthermore, as the head of a nuclear family gets
older, more and more parents who maintain independent households
die and leave bequests, not to extended families, but to the nuclear fam-
ily. In short, for middle-aged and older families, being an extended fam-
ily is more like a signal of not yet having received bequests. The next
section formalizes this argument to arrive at the flow of intergenerational
transfers.

6. Calculation of Intergenerational Transfers
The sharp contrast between positive saving and dedining assets shown
in Panel C suggests a substantial amount of intergenerational transfers.
We digress in this section to evaluate the quantitative importance of
bequests. Since saving and asset holdings by age 1979 are given in
table 8, we can calculate asset holdings by age in 1984 that would have
been obtained through saving accumulated over the five-year period
1979—84 in addition to the 1979 asset were it not for intergenerational
transfers. (This calculation becomes rather complicated because within
each age group there are inflows and outflows of households between
the nuclear and extended families.) The difference between the actual
and predicted 1984 asset holdings is then attributable to transfers. Ag-
gregating transfers over age groups of recipients, we arrive at an esti-
mate of the aggregate flow of transfers over the 1979—84 period. Clearly,
this procedure captures only intergenerational rather than intragenerational
transfers. It is the former that we are most interested in. And the cap-
tured flow of transfers would include bequests as well as gifts inter vivos.

This simple idea cannot be implemented for the 1979—84 period,
though. For one thing, table 8 presents data by ten-year age groups,
whereas we need tabulations organized by five-year groups. Second, the
table gives no information on real assets. The value of owned homes is
by far the most important household wealth in Japan. Fortunately, the
1969 and 1974 National Survey Reports do give such needed information,
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albeit only for worker The age profiles of disposable in-
come, consumption expenditures, and the sum of financial assets and
the market value of owned homes are displayed in table 9 for 1969 and
1974. As in table 7, the tabulation for the second year in table 9 is shifted
to the left by five years for tracking cohorts. For example, the saving rate
for a typical nuclear family whose head was 25 to 29 years old in 1969 is
17 percent. Moving down vertically in the same column across panels,
we see that five years later its saving rate is 21 percent. To eliminate the
sample selection bias that parents (who are also the household heads) in
older extended families are rich while parents (who are not the house-
hold heads) in younger extended families are relatively poor, extended
families in the 55—59 group are put into the 25—29 group, the 60—64
group into the 30—34 group, and the 65-and-over group into the 35—39
group. This is why data for 1974 for cohorts in the 50—54 age group in
1969 get lost and are not shown in table 9. This means that we cannot
calculate transfers goingto the households in the 1969 50—54 group.

A somewhat detailed description of the calculation of the flow of inter-
generational transfers is as follows. Households are classified into three
categories:

(a) young nuclear, whose head was under 55 in 1969 (and under 60 in
1974),

(b) young extended, whose younger generation was under 55 in 1969
(and hence under 60 in 1974),

(c) old independent, whose head was 55 or over in 1969 (and 60 or over
in 1974, or may have disappeared due to death or household merging
by 1974).

As one-person households are counted as a half of (a), all households
except for single-parent households (whose number is small and which
are ignored in our calculation) fall into one of the three categories. House-
holds in (a) and (b) are further classified by five-year age groups accord-
ing to the age in 1969. Thus table 9 contains the income, consumption
and asset information for (a) and (b). Let W(i,j,t) and S(i,j,t) be the aver-
age total wealth and saving (at 1974 prices) of households of type i

21. The tabulations by age and family type (nuclear and extended) in the 1969 and 1974
National Survey Reports have no separate listing of imputed rent, although income in
kind is listed. The tabulation by age alone does list imputed rent, which shows a more
or less stable proportion to food expenditure across age. This proportion is used to
separate out imputed rent from income in kind. Disposable income and consumption
expenditure are then calculated by the formulas (4) and (5) in section 5.
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(i = a,b) in age group j (j = 1 for the 25—29 group, j = 2 for the 30—34,
and so forth) in year t. Let N(i,j,t) be the number of such households. If
p(i,k;j) is the fraction of households in the (i,j) cell in year t (= 1969)
movinginto the (k,j + 1) cell in t + 1 (= 1974), we have, for each age
band j,

N(a,j + l,t + 1) = N(a,j,t)p(a,a;j) + N(b,j,t)p(b,a;j), (6)

where we assume that young households never disappear. We assume
that the flow of saving in real terms is constant over the five-year period
for each type of household. If L(i,j,t) is the predicted wealth (stated

a typical household in the (i,f) cell in year t that can be
accounted for by accumulated saving on top of initial assets in year t, it
can be written

L(i,j,t) = 5.0 * S(i,j,t) + W(i,j,t). (7)

Thus the aggregate flow of intergenerational transfers is

TR = + 1,1974)W(a,j + 1,1974)

— ZN(a,j,1969)p(a,a;j)L(a,j,1969)

— 2N(b,j,1969)p(b,a;j)L(b,j,1969), (8)

where all the wealth variables W(a,j + 1,1974), L(a,j, 1969) and L(b,j, 1969)
are stated in 1974 prices. The first sum is actual aggregate wealth held in
year t + 1 (= 1974) by all households of type (a). The second sum is the
wealth accumulated through saving by households that stayed in (a), and
the third sum represents the wealth of households which moved from
(b) to (a) during the 1969—74 period. Here S(b,j,t) and W(b,j,t) are those
that are attributable to the younger generation in the extended family.
Note that intergenerational transfers occur only from (c) to (a) or from
(b) to (a).

22. In equation (7) it is not necessary to multiply S(i,j,t) or W(i,j,t) by (1 + r), where r is
the real rate of return, because S(i,j,t) already incorporates the return from assets as it
is defined as disposable income less consumption. [1 S( i,j,t) were defined as after-tax
labor income less consumption, then the interest rate adjustment would have been nec-
essary. During the early 1970s revaluation of assets was substantial (see table 1). In the
actual calculation of L(i,j,t), we multiplied S(i,j,t) by a factor of 2.13. This factor trans-
lates net saving to saving inclusive of net revaluation. To calculate this factor, we first
calculate annual personal net saving and net revaluation at 1974 prices, and then take
the averages over the 1970—74 period. The factor is the ratio of the sum of average real
net saving (14.5 trillion in 1974 yen) and average real net revaluation (16.4 trillion) to the
average real net saving.
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Table 9 gives data on: N(i,j,t) (1 = a,b; t = 1969, 1974), S(a,j,1969)
and W(a,j,t) (t = 1969, 1974) for each j. To estimate S(b,j,1969) and
W(b,j,1969), we have to divide the saving and wealth of the extended
family between the younger generation and the older generation. We as-
sume the elderly neither accumulate nor decumulate. Thus their saving
is zero (so that S(b,j,1969) = S(a,j,1969) for all j). .For the 25—29 age group
W(b,j, 1969) equals W(a,j,1969), so that from Panel C for 1969 we see the
asset holdings by the elderly in the 25—29 group to be 3,282 thousand
yen (in 1974 prices). Assuming a productivity growth rate of 5 percent,
asset holdings by the elderly in the 30—34 group are then this 3,282 thou-
sand multiplied by (1 — .05)**5, which enablesus to calculate W(b,j,t)
for this age group, and so forth. Finally, the values for S and Ware blown
up to agree with the implied aggregate averages to account for the under-
reporting noted in table 5B. Data on p(b,a;f) can be obtained from the 1969
mortality table assuming that parents are thirty years older than their
children. (If there are two parents in the extended family, p(b,a,j) should
be the probability that both parents die within five years.) We are thus
assuming that an extended family becomes a nuclear family only when
the dependent elderly die. Using equation (6), p(a,a;j) can be calculated
from p(b,a;f). This completes the description of the calculation procedure.

There is one problem of head counting: the number of nuclear families
in the 30—39 age group in 1974 is too large to be accounted for by the
number of extended and nudear families in the 25—34 group in 1969.
(We see from table 8 that the same phenomenon happened between 1979
and 1984.) Without further information, it is impossible to resolve the
question of where those extra nuclear families came from. We decided to
ignore this 1969 25—34 group in the summation in equation (8). We have
already discarded the 1969 50—54 age group. This leaves only three age
groups for 1969: 35—39, 40—44 and 45—49. Thus our aggregation cap-
tures only a part of aggregate flow of transfers.

The result is that aggregate wealth held by worker nuclear households
in 1974 in the 40—54 age group stood at 78.0 trillion yen.u Of that, the
amount that was accumulated by saving by those households since 1969
in addition to their 1969 wealth holdings was 70.0 trillion yen. The flow

23. From Panel A for 1974 in table 9 the stock of aggregate total assets for the 1974 40—
54 age group (i.e., the 1969 35—49 group) is: 1.8 • 3.770 + 1.5 * 4.732 + 0.9 * 5.237
= 18.6. 11 this is multiplied by a factor of 3.55, we arrive at 66 trillion yen. The factor of
3.55 is to adjust for the underreporting already mentioned. If we compare this factor
with the information given in the last two columns of table 55, the factor seems a bit
too large. The factor one can calculate from table 5B for financial assets is 3.3/1.7 1.9
and for houses it is 9.8/2.9 = 3.4. But table SB is for all households. If the similar cal-
culation is done for worker households and the asset-weighted average over financial
assets and houses is taken, one comes out with the factor of 3.55.
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of transfers was thus 8 trillion yen. If this is adjusted by the fraction of
worker households in the universe, we arrive at an annual flow of 11.5 tril-
lion. Compared with the 1974 year-end aggregate private wealth of 598
trillion, it looks small. Our calculation thus captures only a part of the
total flow of intergenerational transfers. Moreover, looking at the tabu-
lation for 1969 in table 9, we note from Panel C negative savings and not-
so-rapidly declining total assets. Thus the year 1969 might have been a
poor (though inevitable) choice. Our calculations also rely on the average
total asset holdings for the 25—29 age group in 1969. But that average
may be unreliable, since the estimated number of households in that cell
is small. Thus, our estimate should be taken as a very loose lower bound
for the true aggregate flow of intergenerational transfers.

7. Intergenerational Transfers
The evidence already presented points to the importance of intergenera-
tional transfers. Their implication for the aggregate saving rate, however,
depends critically on whether or not they are based on intergenerational
altruism. Even if parents are not altruistic toward their children, they
still leave bequests if they die prematurely (accidental bequests); be-
quests are used as payments to children for their service rendered to care
for older parents; or parents hold wealth in bequeathable form to influ-
ence their children's action. In any of the three models the implications
of the standard life-cycle model for the saving rate would still hold. Al-
though it is difficult to draw a firm conclusion from the data at our dis-
posal about the nature of bequests, the following pieces of evidence
seem largely consistent with intergenerational altruism.

Saving by Retirees Japan's social security system was greatly expanded in
1973. It is now essentially a pay-as-you-go system. Quite likely, this
large-scale transfer of resources from the young to the old engineered by
the government was not anticipated. The average annual old age benefit
per person covered by the annuity benefit program for those employed
in the private sector (Kosei Nenkin, the largest public annuity program)
is 538 thousand yen in 1974 and 1,360 thousand in 1983, an increase in
real terms of 53 percent. The model of dynastic altruism predicts that
this increase will be entirely saved by the old to offset the government-
engineered transfer. It is supported by the fact observable from a com-
parison of income and consumption in Panel C of table 9 with Panel C of
table 8 that the saving attributable to the elderly in extended families ap-
pears to have increased in several recent years. This is inconsistent with
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the selfish life-cycle models, which predict that the increase in annuities
will be consumed.

Does this conclusion favorable to dynastic altruism also apply to older
persons maintaining independent households? Since 1969 the National
Survey Reports have data on pretax annual income, consumption expen-
diture, and assets of retired couples where the husband is 65 or over and
the wife is 60 or over. They are shown in table 10. The personal saving
rate shows no tendency to increase, which appears inconsistent with
dynastic altruism. But for older households revaluation of assets may be
an important component of income. For 1974 and 1979, there is a great
deal of uncertainty in estimating net revaluation (revaluation excluding
change in value attributable to general inflation) that might have been
perceived by the households over the three-month period of September
through November, because as reported in the table (and also in table 2)
price changes were so large. The real price of housing was more or less

Table 10 SAVING BEHAVIOR OF RETIRED OLDER COUPLES

1969 1974 1979 1984

Sample size 242 407 653 951
Percent homeowners 80 81 81 86
Percent of pension

recipients n.a. n.a. n.a. 94
Pretax income 1494 1907 2278 2457
Consumption expenditure
Income in kind

1082 1468 1872 1899

(mci. imputed rent) 285 302 n.a. n.a.
Value of owned home 4581 5059 n.a. n.a.
Net financial assets 4934 5566 6934 8684
General inflation rate (%) 5.1 22.9 4.7 2.4
Rate of change of deflator

for the stock of houses n.a. 7.7 13.7 2.2
Rate of change of deflator

for housing investment 4.1 19.8 12.8 2.3
Saving rate (%) 28 23 18 23
Saving rate with . .

revaluation 13 ? ? 16

Income, expenditure and assets in thousands of 1984 yen. Income and expenditure are not adjusted for
income in kind. Pension recipients are defined as couples whose main souice of income is a public or
private pension. The saving rate does not take taxes into account. The saving rate with revaluation in-
cludes in income net revaluation of net financial assets. It is not calculated for 1974 and 1979 because of
the uncertainty about the size of net revaluation of owned homes.
Source: 1969 National Survey Report. vol. 1, Table 24. 1974 National Survey Report, vol. 1, Table 27. 1979
National Survey Report, vol. 7, Table 16. 1984 National Survey Report. 1986 Report on National Accounts.
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constant in 1969 and 1984, so that net an owned home can
be ignored. If only the net revaluation of financial assets is taken into
account, the saving rate is 13 percent in 1969 and 16 percent in 1984. Still,
the sharp increase in saving predicted by dynastic altruism is absent.

It may be that, as conjectured in Ando (1985), the saving behavior of
older persons who maintain independent households is different from
that of older persons living with their children. This is perhaps not sur-
prising. It is hard to imagine that social security has any big impact on
the consumption behavior of the elderly in the extended family, because
there must be some in-house sense of proportion regarding consump-
tion within the extended family. If social security benefits for older par-
ents are raised with a simultaneous increase in the social security tax on
their children living under the same roof, older parents, even without a
strong sense of altruism toward their children, would find it morally
hard to raise their spending at their children's expense.

Euler Equation There is another way to examine the impact of social se-
curity on the consumption behavior by the aged. Every five years since
1959 the National Survey Reports have tabulations by age where the age
groups are also five years. Aswe did in table 9, we can track from year t
to t + 1 a cohort in the jth 5-year age group in year t by looking at the
(j + 1)th age group in year t + 1. For example, a cohort in the 20—24
age group in 1969 was in the 25—29 age group in 1974. If C(j,t) and Y(j,t)
are consumption arid disposable income of a representative cohort in
age group j in year t, we can get from the National Survey Reports data on
C(j,t) and Y(j,t) for j = 1 (20—24-year-olds), 2 (25—29-year-olds), . . .

9 (60—64-year-olds) (nine age groups) and for t = 1959, . . . , 1984 (six
time points). Thus the synthetic cohort analysis as done by Browning,
Deaton and Irish (1985) is feasible here. For each cohort, we assume that
the Euler equation applies:

€nC(j + 1, t + 1) — enC(j,t) = a + b + e(j,t). (9)

Here, the left-hand side is the growth rate of consumption from year t
to t + 1. When interest rates are high, it pays to reduce consumption
now relative to future consumption. Thus the consumption growth rate
should increase with the expected real rate This is the expectation
as of year tof + + where is the nominal rate on a
5-year bond and P is the price index. The sum of the first two terms on
the right-hand side, a + fir,, is the planned rate of consumption growth.
But actual growth can differ from the planned rate, perhaps because the
interest rate forecast proved to be wrong, or because earnings change un-
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expectedly over the period t through t + 1. The last term e(j,t) repre-
sents those unexpected developments happening to cohort j. As the
1973 expansion of Japan's social security system was an unexpected de-
velopment that transferred resources from younger generations to older
generations, the selfish life-cycle hypothesis predicts that consumption
growth from year 1969 to 1974 for older cohorts should be greater than
a + and their e(j,t) positive.

As we have data on C(j,t) for six time points (1959, 1964, 1969, 1974,
1979, and 1984), the consumption growth rate can be calculated for five
consecutive periods. Thus the sample size for estimating equation (9) is
45 (five times nine age groups). Growth rates and interest rates are stated
at annual rates. Because the Euler equation presupposes that expen-
diture is perishable, we use food expenditure for consumption. Table 11
reports various regression results. In all regressions, AGE (1 for 20—
24-year-olds, 2 for 25—29-year-olds, and so forth) and AGE squared are
included to account for possible age differences in the intercept term a in
equation (9). Equation (9) is estimated in Regression 1. The actual real
rate is used in place of It picked a wrong In Regression 2, to

Table 11 ESTIMATION OF EULER EQUATION ON SYNTHETIC
COHORT DATA

Regression
#

Real
rate of
interest

Social
security
dummy

Log of real
disposable

income R2

Other
included
variables

1 —0.14
(1.8)

— — 0.55 AGE, AGE2
.

2 —0.29
(3.0)

—0.024
(2.4)

— 0.61 AGE, AGE2

3 —0.027
(0.5)

— —0.043
(6.8)

0.79 AGE, AGE2

4 —0.098
(1.3)

—0.011
(1.4)

—0.041
(6.2)

0.80 AGE, AGE2

5 — —0.013
(1.9)

— 0.84 AGE, AGE2,
time dummies

6 — — —0.13
(4.9)

0.89 AGE, AGE2,
time dummies

7 . — —0.010
(1.8)

—0.12
(4.7)

0.90 AGE, AGE2,
time dummies

AU variables are stated at annual rates. The dependent variable is the growth rate of real food expen.
diture over five-year periods. Real disposable income is the ratio of nominal disposable income to the
food component of the CPI. The nominal rate used to construct the real rate is the rate on 5-year dis.
count bonds issued by financial institutions. The price index used to calculate the real interest rate is the
food component of the Cl'!. See the text for the definition of the social security dummy. Numbers in
parentheses are the t values. The data source is the National Survey Reports.
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examine the impact of the unexpected 1973 expansion of the social secu-
rity system, a dummy variable which takes a value of unity for cohorts
over 44 years of age for the 1969—74 period is added to the equation.
It also has a negative coefficient, which means, contrary to the life-
cycle prediction, that the 1973 change reduced consumption by older
generations.

In regressions 3 and 4, the log of disposable income, €nY(j,t), is in-
cluded to test for liquidity constraints with or without the social security
dummy. If people wish to borrow to finance current consumption but
are prevented from doing so, a higher level of disposable income leads to
an increase in current consumption, thereby reducing the consumption
growth over the following five years. Thus if there are liquidity con-
straints, the disposable income variable should pick up a negative coeffi-
cient, which is what is happening in regressions 3 and 4. The social
security dummy still picks up negative coefficients.

For the expected real rate r1, we have used the actual real rate. This
amounts to conferring on consumers perfect foresight about future
prices and thus may be unrealistic. Regressions 5—7 use time dummies
in place of the actual real rate. Thus the a + br, term in equation (9) can
change its value over the five periods, reflecting changes in the expected
real rate and possibly economywide shocks that affect all generations
uniformly. Again, the disposable income coefficients are significantly
negative and the social security dummy picks up the "wrong" sign.

The Extended Family and Bequests Finally, the fact that most older parents
invite their children to move in has two further implications for theories
of bequests. First, because if older parents get sick or incapacitated chil-
dren would feel obliged to take care of them, accidental bequests are
clearly less important. Second, the merging of older and younger house-
holds means that long before older parents' death there is a de facto
transfer from older parents to the children of housing—by far the most
important component of wealth.24 The strategic aspect of bequests looks
less significant for Japan.

24. The actual transfer of ownership does not usually occur until the death of the parents.
In 1983 taxable bequests were valued at 5.0 trillion yen, while taxable gifts were 0.6 tril-
lion (see Annual Statistical Report of the Tax Bureau, the only official source of data on
taxes in Japan). A standard guidebook on Japanese bequest and gift taxes indicates that
bequests are taxed slightly less heavily. The effective bequests tax rate is much lower on
houses than on financial assets, because the assessed value of real estate is often less
than half the market value. This may explain why the Japanese prefer owning a house
to renting.
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8. The Role of Taxes

To examine the only remaining major issue, the effect of taxes on saving,
we need to address two issues. One is the effective marginal tax rate on
income from saving, and the other is the so-called (after-tax) interest
elasticity of saving. A good deal of work has been done on the first issue.
A comprehensive official description of Japan's tax system can be found
in An Outline of Japanese Taxes (various years) by the Ministry of Finance.
A good economist's description is in Horioka (1985b, section 4), Shoven
and Tachibanaki (1985) and Makin (1985). The treatment of personal
interest and dividend income in the Japanese tax system differs consider-
ably from that in the United States. The notorious Maruyu system im-
plies that interest income from a principal of up to 6 million yen (about
$30 thousand) for "nonsalaried" workers and 12 million yen for "sala-
ried" workers is nontaxable. Because abuse of this system is so common,
it is difficult to estimate the marginal tax rate on interest income. Capital
gains on stocks are not taxed if the gain is less than a certain amount and
if the number of transactions is not large (less than fifty transactions a
year). But this provision, too, can be avoided by trading stocks through
several different brokers. The tax rate on dividend income is at most 35
percent, as high-income taxpayers can elect to have interest and dividends
taxed separately at that rate, and for many middle- and low-income earn-
ers it is substantially less. Since the return from Japanese stocks has been
mainly in the form of capital gains, the average tax rate on income from
equity capital is very low. These facts led Shoven and Tachibanaki (1985)
to assume very low marginal personal tax rates on interest income and
income from equity (9.6 percent and 18.1 percent respectively). The very
generous tax treatment of income from capital at the personal level is in
sharp contrast to taxes on labor income whose top combined national
and local statutory marginal rate is close to 80 percent.

At the corporate level, it appears that income is more heavily taxed in
Japan than in the United Although there is not much difference
in the statutory corporate tax rate, the U.S. treatment of depreciation al-
lowances and investment tax credits is more generous, at least in the
1980s. So the marginal tax rate on income from new capital at the corpo-
rate level in Japan is higher. The generous tax treatment at the personal
level coupled with a relatively heavy tax burden at the corporate level
must at least in part be responsible for the recent capital outflow from
Japan to the United States.

25. See Ando and Auerbach (1985) for a comparison of the cost of capital in Japan and the
United States.
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The present Japanese tax system is thus geared to encourage saving.
The other issue is whether it has been effective in promoting saving. The
conventional approach to analyzing the response of saving to changes in
the after-tax rate of return to saving is the saving function, which relates
aggregate saving to the after-tax interest rate. Because of many serious
problems, including the Lucas critique, the saving function approach
seems to have been discredited by now. The modem approach that re-
places it is the Euler equation approach, discussed in the previous sec-
tion, which looks at the relation between consumption growth and the
real interest rate. If saving is elastic to the interest rate, it should show up
as a positive relation of the real interest rate with the growth rate of con-
sumption from one period to the next, because increased current saving
makes the level of current consumption relative to future consumption
lower. The evidence presented in table 11, however, shows no such relá-
tion; in fact the sign of the real rate coefficient is the opposite of the theo-
retical prediction. Saving does not seem sensitive to the interest rate.

To check the robustness of this conclusion, the same form of the Euler
equation (9) is estimated on monthly aggregate data on food expen-

Table 12 ESTIMATION OF EULER EQUATION ON MONTHLY
AGGREGATE DATA

Equation
#

Real
rate of
interest

Log of real
disposable

income
Estimation
technique

Durbin-
Watson
statistic

la 0.10
(1.1)

— forward
filtering

• —

lb 0.11
(4.3)

— OLS 1.3

2a 0.08
(0.96)

—0.003
(1.3)

forward
filtering

—

2b 0.12
(4.5)

—0.014
(3.6)

OLS 1.4

The dependent variable is the growth rate of real food expenditure from the month to the month one
year ahead, namely, The nominal rate used for constructing the real rate is the rate on
one-year time deposits. The food component of the CPI is used to calculate the real rate. The log of real
disposable income is where is disposable income of month t divided by the food component of
the Cl'!. Because the consumption growth rate is over one-year periods while the sampling interval isa
month, the error term will be a mov:ing average of order 11. The forward filtering technique proposed in
Hayashi and Sims (1983) is used for equations Ia and 2a. Because the ex-post real rate is potentially
correlated with the error term, it is instrumented in equations Ia and by the current one-year nomi-
nal rate, current and 12 lags of the monthly food inflation rate, and current and 12 lags of the tog of
monthly disposable income. They explain about 39 percent of monthly variations in the real rate. The
data period is from January 1963 through October 1985. Numbers in parentheses are the t values. The
data on monthly food expenditure and disposable income for worker households are taken from
the Annual Reports of the Family Income and Expenditure Survey.
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diture. The Annual Reports of the Family Income and Expenditure Survey
contain data since 1963 on average monthly expenditure and disposable
income for worker households. For reasons explained in the previous
section, food expenditure is used for the estimation. (For details of the
estimation see the nOte to table 12.) The real rate coefficient is now posi-
tive (the right sign), but still insignificantly different from zero. The
negative effect of disposable income suggests the presence of liquidity
constraints, but it too is insignificant. The wrong sign of the real rate co-
efficient found in table 11 may be explainable by the correlation between
the ex-post real rate (used for the expected real rate) and the error term
that represents unexpected developments (over the five-year periods).
On the other hand, the real rate coefficients in table 12, while corrected
for the correlation with the error term, suffer from the possible aggrega-
tion bias. The Euler equation holds for each individual. Since each year
the oldest generations are replaced by new younger generations, it is not
necessarily true that the Euler equation holds for aggregate consump-
tion, On the whole, then, there is no strong for a high interest
elasticity of saving or for the effectiveness of the tax incentives for saving.

9. Concluding Comments
If one subscribes to the dynastic view of Barro (1974) and Becker (1981),
it seems that all the evidence presented in this article—the insensitivity
of the aggregate saving rate to demographics, saving rates that are inde-
pendent of age, the possibly significant flow of intergenerational trans-
fers, the insignificance of the social security dummy, and certainly the
prevalence of the extended family—are parsimoniously explainable, al-
though we must hasten to add that no direct and formal test of the dy-
nastic model against other theories of bequests was given in the article.2'
A large flow of bequests by itself does not lead to high saving rates. One
can easily construct a stationary economy with a zero saving rate in
which assets are passed on from one generation to the next and in which
each generation consumes all of its income. The existence of a significant
flow of bequests does, however, imply that the infinite horizon assump-
tion may be a good approximation. Add to this the fact that Japan had to

26. The existence of liquidity constraints is not inconsistent with the dynastic model. Sup-
pose that people do not come to realize the linearity of the family until they reach
middle Until then the only limits on their consumption are liquidity constraints.
Their parents do think about the family. Because of liquidity constraints they can deter-
mine their impatient son's consumption through transfers. Thus family consumption is
effectively controlled by the parents. Also, liquidity constraints do not necessarily in-
validate the Ricardian doctrine of the equivalence of taxes and deficits. See Hayashi
(1985b).



Fi
gu

re
 8

 N
N

P—
W

EA
LT

H
 R

A
TI

O
 A

N
D

 S
A

V
IN

G
 A

N
D

 IN
V

ES
TM

EN
T 

R
A

TE
S

4-
20

U a) 0-
IS30 25

N
at

io
na

l W
ea

lth
, S

av
in

g 
an

d 
N

et
 In

ve
st

m
en

t

I0 0 70
 7

1 
72

 7
3 

74
 7

5 
76

 7
7 

78
ye

ar
79

 8
0 

81
 8

2 
83

 8
4



Japan's Saving RateS 199

start with a low level of wealth. The infinite horizon optimal growth
model implies that the economy's response to the low initial wealth is a
high saving rate that gradually stabilizes to a lower level as wealth ap-
proaches its steady-state value. Japan's saving rate has been high because
the Japanese desire to accumulate wealth in order for their children to
live as well as Americans do.

That this simplistic view is consistent with Japan's experience in the
last fifteen years (though not in the 1960s, which are not included in the
figure) can be seen from figure 8, which includes a plot of the national
saving rate and the (reciprocal of) the national wealth—NNP ratio. (If pri-
vate saving and private wealth are used one gets a similar picture.) Japan
has come a long way toward the steady state. She still has some room to
accumulate faster than the United States because her per capita income at
a current yen/dollar exchange rate is about 85 percent of the U.S. level.
Given Japan's track record, it will not take long to fill the gap. If the in-
finite horizon view is correct, the rise in the national saving rate that
occurred in 1984 is not likely to persist. The plot in the figure of net na-
tional investment in tangible assets indicates that Japan's large trade sur-
plus in the 1980s is due more to slumping investment than to saving,
which is not high by historical standards.

The author is grateful to Tsuneo Ishikawa, Takatoshi Ito, Paul Romer, and other conference
participants for discussions and comments on earlier drafts, and especially to Albert
Ando, whose detailed written comments helped to improve the final version of the paper.
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DATA APPENDIX

This appendix describes and presents the Japanese aggregate time-series
data used in the text. All the raw data come from the 1986 Annual Report
on National Accounts and the Report on Revised National Accounts on the
Basis of 1980. The former includes the most recent (1985) benchmark
sion with the base year of 1980. The latter is a companion volume that
extends the benchmark revision back to either 1965 or 1970 depending
on the series. The series in the capital transactions (saving/investment)
accounts and the capital accounts (balance sheets and reconciliations)
currently starts in 1970. The variable labels and their values are displayed
in tables Al through A5. They are stated in trillions of current yen. As a
general rule, variable labels with "_H" are for the household sector (in-
cluding private nonprofit institutions serving households), "_C" for the
corporate sector (nonfinancial corporations and financial institutions),
and "_G" for government. The value of the stock of assets is at the be-
ginning of the year. Revaluations are gross (that is, without adjustments
for general inflation). As mentioned in the text, the Japanese national ac-
counts report depreciation in the capital transactions accounts at histori-
cal costs, do not adjust after-tax income for capital transfers (wealth
taxes and lump-sum transfers), and do not depreciate government de-
preciable assets either in the capital transactions accounts or in the capi-
tal accounts (except for buildings). Data necessary for correcting these
are available only for the period after 1969. The data presented in this
appendix for 1970—84 are all corrected values unless otherwise noted.
The variables listed in the tables can therefore be grouped into four cate-
gories: (1) those that are directly available from the National Accounts
Reports, (2) those that require capital consumption adjustments, (3) those
that also require adjustments for capital transfers, and (4) those that are
influenced by our estimate of government depreciable.tangible assets.
(1) The following variables are available directly from the Reports after
consolidating five sectors into the three sectors (household, corporate
and government.)

GM' = gross national product.
CON = personal consumption expenditure.
PCON = deflator for CON.
SVG_BEA = government budget surplus, or net investment in govern-

ment net financial assets. "_BEA" is placed in the label because if we
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take the U.S. Bureau of Economic Analysis (BEA) convention of ignor-
ing government tangible assets it should equal government net saving.
This is available directly from the government capital transactions ac-
counts after 1969. For 1965—69 it is defined as: government net saving
+ depreciation — gross government capital formation. This should
equal net investment in financial assets up to statistical discrepancy.

DEPH_x = reported depreciation in the capital transactions accounts
of sector x (x = H,C,G).

DFA_.x = net investment in financial assets in the capital accounts of
sector x (x = H,CIG). After 1969 DFA_G equals SVG_BEA.

FA_x = stock (at the beginning of the year) of net financial assets for
sector x (x = H,C,G).

RFA_x = gross revaluation of net financial assets (x = H,C,G).
GCD = expenditure on consumer durables.
CD = stock of consumer durables at the beginning of the year.
KD_B_G = reported value of government depreciable tangible assets.

As the Japanese national accounts has data on the stock of depreciable
tangible assets at replacement costs in the capital accounts of the corpo-
rate and household sector (but not for the government sector), the fol-
lowing stock variables are also directly available from the Reports:

TA_x = stock of tangible assets (depreciable tangible assets, non-
reproducible tangible assets, and inventories) for sector x (x = H,C).

KD_x = stock of depreciable tangible assets (x = H,C).

(2) As assets are valued at replacement cost in the capital accounts, de-
preciation at replacement cost implicit in the Japanese National Accounts
can be estimated as follows. Because depreciation in the capital transac-
tions accounts are at historical cost, reconciliations in the capital ac-
counts consist of: revaluation, capital consumption adjustments (i.e., the
excess of depreciation at replacement cost over depreciation at historical
cost), and some other minor items (e.g., accidental loss/gain of assets). If
KD(t) is the nominal stock of depreciable assets at the beginning of the
year, P(t) its associated deflator, and N(t) nominal net investment, then
revaluation in the National Accounts is calculated as:

revaluation = P(t
+

1— P(t) KD(t) + PA(t)— P(t)N(t) (Al)

where PA(t) is an average of the deflator over the year (see A Guide to
the Use of the National Economic Accounting, p. 233, Economic Planning
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Agency, 1978). Thus capital gains/losses are conferred on assets ac-
quired during the year. In our calculation PA(t) is taken to be the simple
average of P(t) and P(t + 1). It is unclear whether nominal net invest-
ment N(f) is before or after capital consumption adjustments. We use re-
ported net investment (before capital consumption adjustments) for N(t).

CCAJ_x, our estimate of capital consumption adjustments for the
household and the corporate sector (x = H,C), is calculated from the re-
lationship that should hold if the other minor items in reconciliation are
ignored:

CCAJx = (Al) for sector x — reconciliation on depreciable assets
for sector x.

For 1965—69, CCAJ_x is set at zero (for lack of data on the capital ac-
counts). With this estimate of capital consumption adjustments, the
following variables can be calculated for the household and the corporate
sector (x = H,C).

DTA_x = net investment in tangible assets, equals the reported value
less CCAJ_x.

DKD_x = net investment in depreciable tangible assets similarly
calculated.

RTA_x = gross revaluation of tangible assets, equals the reported
value of reconciliation plus CCAJ_x.

RKDx = gross revaluation of depreciable tangible assets similarly
calculated.

For consumer durables, a different procedure is used because de-
preciation is not reported at all. We first calculate using data on the nomi-
nal stock (CD) and nominal gross investment (GCD), the depreciation
rate 6(t) for each year implicit in the perpetual inventory method:

(P(t)/P(t + 1)) * CD(t + 1) = CD(t) + GCD(t) — 8(t) * CD(t), (A2)

where P(t) here is the deflator for the stock of consumer durables avail-
able from the Reports. The implicit depreciation rate for 1970—84 turned
out to be stable over years with a mean of 19.0 percent. Depreciation at
replacement costs on consumer durables is thus calculated as 0.19 times
CD. Gross revaluation of consumer durables is:

RCD = (Al) with KD replaced by CD, N by GCD — 0.19 * CD, and P
by the deflator for CD.
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(3) To arrive at net saving, we have to subtract from reported net saving
capital consumption adjustments and then add capital transfers. The
variables

SVG_x = net saving by the household sector (x = H) and by the
corporate sector (x = C) -

are thus calculated. Capital transfers are positive for the corporate sector
and negative for the household sector for all years since 1970.

(4) As shown in table 2, the average physical rate of depreciation implicit
in the capital accounts for buildings is 6.5 percent. Using the beginning
of 1970 value of government depreciable assets as the benchmark and
using reported government gross investment series and the reported
value of deflator for the stock of government depreciable tangible assets,
we generate the stock of depreciable assets by the perpetual inventory
method (A2). Namely,

KD_G = government depreciable tangible assets generated by
perpetual inventory with a depreciation rate of 6.5 percent.

The benchmark 1970 value in the National Accounts is based on the 1970
National Wealth Surey which is a sampling survey on the replacement
value of assets by type, industry and institutional sector.

The remaining variables for the government sector are now easy to
calculate:

TA_G = stock of government tangible assets, equals KD.G plus re-
ported value of the stock of inventories and nonreproducible assets.

CCAJ_G = capital consumption adjustments, equals 0.065 * KD_G
minus reported depreciation.

DKD_G = net investment in depreciable tangible assets as reported in
the capital accounts of the government minus

DTA_G = net investment in tangible assets, equals DKD_G plus re-
ported net investment in inventories and nonreproducible assets.

RKD_G = gross revaluation of depreciable assets calculated by (Al)
with KD replaced by KDG, N by DKD_G and P by reported de-
flator for government depreciable tangible assets.

RTA.....G = gross revaluation of government tangible assets, equals
RKD_G plus reported reconciliation on inventories and nonrepro-
ducible assets.
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SVG_G = government net saving, equals reported net saving minus
CCAJ_G minus capital transfers to other sectors.

This leaves GNP_A, NNP_A, GNP_BEA and NNP_BEA. Since in
the National Accounts the value of government output is taken to be
equal to the costs of producing it, GNP must be adjusted for the discrep-
ancy between the reported value (KD_B_G above) and our estimate of
the government depreciable assets (KD_G) and depreciation. NNP (net
national product) then is this adjusted GNP less national depreciation at
replacement costs. We use a rate of of 4 percent to impute net ser-
vice flows from government tangible assets. Thus:

GNP_A = reported GNP + 0.04 * (KD_G — KD_B_G)
+ CCALG.

NNP_A GNP_A - (DEPH_H + DEPH_C + DEPH_G)
— (CCAJ_H + CCAJ_C + CCAJ_G).

Neither CCAJ nor KD_G is available for 1965—69. Thus for this period
GNP_A and NNP_A are equal to respective reported values. The defi-
nition of GNP and NNP should be altered if government tangible assets
are to be ignored. The BEA definition of Japan's NNP would be:

GNP_BEA = GNP_A — 0.04 * TA_C — DEPH_G - CCAJ_G.
NNP_BEA = NNP_A - 0.04 * TA_C.

For 1965—69 data on TA_G and CCAJ_G are not available. We use the
1970 ratio of GNP_A to GNP_BEA to extrapolate GNP_BEA for
1965—69. The same extrapolation method is used for NNP.



Ta
bl

e 
A

l O
U

TP
U

T,
 E

X
PE

N
D

IT
U

R
E 

A
N

D
 P

R
IC

ES

•
Y

ea
r

G
N

P
G

N
P_

A
N

N
P_

A
G

N
P_

B
EA

N
N

P_
B

EA
C

O
N

PC
O

N

19
65

32
.7

1
32

.7
1

28
.3

5
31

.7
0

27
.8

6
19

.1
7

32
.8

19
66

37
.9

9
37

.9
9

32
.9

7
36

.8
2

32
.4

0
22

.0
6

34
.1

19
67

44
.5

3
44

.5
2

38
.6

4
43

.1
5

37
.9

8
25

.3
0

35
.6

19
68

52
.7

7
52

.7
7

45
.8

3
.

5
1
.
1
5

4
5
.
0
5

2
8
.
9
2

3
7
.
6

19
69

62
.1

0
62

.1
0

53
.8

2
60

.1
9

52
.9

0
33

.3
3

39
.5

19
70

73
.1

9
74

.0
6

63
.2

3
71

.7
8

62
.1

5
38

.3
3

41
.5

19
71

80
.5

9
81

.6
5

69
.3

4
78

.9
4

68
.0

5
43

.2
3

45
.0

19
72

92
.4

0
93

.6
5

79
.5

6
90

.4
7

78
.0

5
49

.9
0

47
.8

19
73

11
2.

52
11

4.
14

95
.8

7
11

0.
10

93
.9

2
60

.3
1

50
.5

19
74

13
4.

00
13

6.
43

11
0.

00
13

0.
77

10
7.

32
72

.9
1

57
.7

19
75

14
8.

17
15

1.
33

12
2.

63
14

4.
28

11
9.

40
84

.7
6

70
.9

19
76

16
6.

42
16

9.
81

13
7.

84
16

2.
08

13
4.

31
95

.7
8

76
.3

19
77

18
5.

53
18

9.
44

15
3.

97
18

0.
56

14
9.

95
10

7.
08

83
.2

19
78

20
4.

47
20

8.
84

17
0.

34
19

8.
82

16
5.

84
11

7.
92

87
.8

.

19
79

22
1.

82
22

6.
81

18
3.

93
21

5.
32

17
8.

75
13

0.
08

91
.3

19
80

24
0.

10
24

5.
93

19
6.

69
23

2.
44

19
0.

60
14

1.
32

95
.6

19
81

25
6.

82
26

3.
41

21
1.

25
24

8.
00

20
4.

26
14

9.
38

10
2.

3
19

82
26

9.
70

27
6.

76
22

1.
77

25
9.

97
21

4.
11

15
9.

61
10

5.
9

19
83

28
0.

57
28

7.
92

23
0.

32
27

0.
15

22
2.

19
16

7.
81

10
7.

9
19

84
29

8.
59

30
6.

17
24

5.
81

28
7.

59
23

7.
32

17
6.

14
10

9.
9

19
85

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

11
2.

5

G
N

P
 =

 g
ro

ss
na

tio
na

l p
ro

du
ct

,
G

N
P_

A
gr

os
s

na
tio

na
l p

ro
du

ct
 w

ith
 o

ur
 e

st
im

at
e 

of
 g

ov
er

nm
en

t d
ep

re
ci

ab
le

 ta
ng

ib
le

 a
ss

et
s,

N
N

P_
A

ne
t

na
tio

na
l p

ro
du

ct
 w

ith
 o

ur
 e

st
im

at
e 

of
 g

ov
er

nm
en

t d
ep

re
ci

ab
le

 ta
ng

ib
le

 a
ss

et
s,

G
N

P_
B

EA
=

 g
ro

ss
na

tio
na

l p
ro

du
ct

 w
ith

ou
t g

ov
er

nm
en

t t
an

gi
bl

e 
as

se
ts

,
N

N
P_

B
EA

=
 n

et
na

tio
na

l p
ro

du
ct

 w
ith

ou
t g

ov
er

nm
en

t t
an

gi
bl

e 
as

se
ts

.
C

O
N

=
 p

er
so

na
l

co
ns

um
pt

io
n 

ex
pe

nd
itu

re
,

PC
O

N
pr

ic
e

in
de

x 
fo

r C
O

N
 a

t t
he

 4
th

 q
ua

rte
r o

f p
re

vi
ou

s y
ea

r.
In

 tr
ill

io
n 

ye
n 

ex
ce

pt
 fo

r P
C

O
N

. F
or

 1
96

5—
69

 th
e 

nu
m

be
rs

 d
o 

no
t i

nc
or

po
ra

te
 c

ap
ita

l c
on

su
m

pt
io

n 
ad

ju
st

m
en

ts
.



Ta
bl

e 
A

2 
D

EP
R

EC
IA

TI
O

N
 A

N
D

 N
ET

 S
A

V
IN

G

Y
ea

r
D

EP
H

_H
C

C
A

J_
H

D
EP

H
_C

C
C

A
J_

C
D

EP
H

_G
 C

C
A

J_
G

SV
G

_H
SV

G
_C

SV
G

B
EA

19
65

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

3.
34

.8
3

1.
79

.4
7

19
66

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

3.
54

1.
81

1.
85

.2
5

19
67

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

3.
87

3.
17

2.
42

.7
3

19
68

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

5.
34

3.
65

2.
99

.9
7

19
69

na
.

n.
a.

n.
a.

n.
a.

n.
a.

n.
a.

6.
08

5.
20

3.
68

1.
30

19
70

2.
36

.4
7

7.
05

—
.2

4
.3

3
.8

7
7.

57
7.

24
3.

78
1.

29
19

71
2.

71
.5

6
7.

83
—

.2
2

.3
7

1.
06

8.
56

5.
59

4.
16

1.
36

19
72

3.
19

.6
6

9.
22

—
.6

5
.4

2
1.

25
10

.1
0

7.
01

4.
06

.0
7

19
73

3.
87

1.
58

10
.9

6
—

.2
3

.4
7

1.
63

13
.5

4
6.

60
5.

68
.9

3
19

74
4.

79
2.

79
12

.4
2

3.
45

.5
5

2.
42

18
.8

8
—

2.
11

5.
52

.4
6

19
75

5.
77

2.
48

12
.5

9
4.

05
.6

7
3.

15
22

.3
1

—
4.

19
1.

00
—

4.
13

19
76

6.
80

3.
00

13
.1

2
4.

86
.7

9
3.

42
25

.6
2

—
2.

76
—

.6
3

—
6.

28
19

77
7.

79
3.

21
14

.3
3

5.
29

.9
0

3.
96

26
.1

4
—

1.
98

—
 .2

2
—

7.
16

19
78

8.
77

3.
33

15
.1

8
5.

71
1.

05
4.

45
27

.4
8

2.
39

—
2.

40
—

12
.1

2
19

79
9.

68
4.

27
16

.7
7

5.
85

1.
20

5.
12

24
.3

3
3.

40
—

.8
3

—
9.

63
19

80
10

.6
3

5.
38

18
.7

1
7.

11
1.

39
6.

01
25

.0
2

1.
30

—
 .9

2
—

9.
41

19
81

11
.4

6
5.

07
21

.0
2

6.
20

1.
60

6.
83

27
.8

6
.0

3
—

 .0
7

—
11

.2
6

19
82

12
.1

1
5.

05
22

.3
4

6.
36

1.
75

7.
38

25
.9

8
1.

58
—

.5
4

—
9.

43
19

83
12

.6
7

5.
24

23
.8

3
6.

21
1.

89
7.

75
26

.6
1

.9
1

—
1.

81
—

10
.7

8
19

84
13

.2
8

4.
99

25
.4

4
6.

56
2.

02
8.

07
27

.9
1

1.
65

1.
31

—
6.

27

D
EP

I-
I_

x 
=

de
pr

ec
ia

tio
n

at
 h

is
to

ric
al

 c
os

ts
 a

s r
ep

or
te

d 
in

 th
e 

Ja
pa

ne
se

 n
at

io
na

l a
cc

ou
nt

s (
x 

=
H

fo
r h

ou
se

ho
ld

, C
 fo

r c
or

po
ra

te
, a

nd
 G

 fo
r g

ov
er

nm
en

t),
C

C
A

J_
x

=
 e

xc
es

s
of

 d
ep

re
ci

at
io

n 
at

 re
pl

ac
em

en
t c

os
ts

 o
ve

r d
ep

re
ci

at
io

n 
at

 h
is

to
ric

al
 c

os
ts

 (x
 =

H
,C

,G
).

SV
G

_x
 =

ne
t

sa
vi

ng
 in

 se
ct

or
 x

 a
fte

r c
ap

ita
l c

on
su

m
pt

io
n 

ad
ju

st
m

en
ts

,
SV

G
...

...
B

EA
 =

go
ve

rn
m

en
t

sa
vi

ng
 in

 n
et

 fi
na

nc
ia

l a
ss

et
s, 

i.e
., 

bu
dg

et
 S

U
rp

lu
S.

T
he

di
ff

er
en

ce
 b

et
w

ee
n 

SV
G

G
 a

nd
 S

V
G

_R
EA

 is
 n

et
 g

ov
er

nm
en

t c
ap

ita
l f

or
m

at
io

n.
In

 tr
ill

io
n 

ye
n.

 T
he

 d
at

a 
on

 sa
vi

ng
 fo

r 1
96

5—
69

 in
co

rp
or

at
e 

ne
ith

er
 c

ap
ita

l c
on

su
m

pt
io

n 
ad

ju
st

m
en

ts
 n

or
 a

dj
us

tm
en

ts
 o

n 
ca

pi
ta

l t
ra

ns
le

rs
.



Ta
bl

e 
A

3 
H

O
U

SE
H

O
LD

 C
A

PI
TA

L 
A

C
C

O
U

N
TS

Y
ea

r
TA

_H
K

D
_H

FA
_H

D
TA

_H
D

K
D

_H
D

FA
_H

R
TA

_H
R

K
D

_H
R

FA
_H

G
C

D
C

D
R

C
D

19
70

11
9.

15
20

.6
1

40
.0

3
1.

93
3.

97
5.

39
24

.2
9

1.
29

—
1.

12
2.

35
8.

74
.3

5
19

71
14

5.
37

25
.8

6
44

.3
1

.9
5

4.
11

7.
08

27
.8

8
.8

2
1.

36
2.

69
9.

76
.1

6
19

72
17

4.
20

30
.7

9
52

.7
5

1.
02

5.
37

10
.5

2
69

.6
5

6.
41

1
12

.4
8

3.
34

10
.7

0
.2

0
19

73
24

4.
88

42
.5

6
75

.7
4

.6
6

6.
95

8.
80

71
.5

7
9.

89
4.

00
4.

15
12

.0
9

2.
29

19
74

31
7.

10
59

.4
0

88
.5

5
3.

49
6.

61
13

.2
8

10
.5

4
6.

43
—

4.
28

4.
55

15
.9

0
3.

47
19

75
33

1.
14

72
.4

4
97

.5
4

4.
92

7.
22

14
.0

9
20

.3
0

1.
81

—
3.

47
5.

02
20

.4
6

.1
7

19
76

35
6.

35
81

.4
7

10
8.

16
6.

58
8.

39
17

.1
2

28
.4

3
7.

61
4.

78
5.

87
21

.9
9

.4
9

19
77

39
1.

37
97

.4
7

13
0.

06
6.

45
7.

83
18

.4
7

26
.7

0
2.

58
—

 .4
0

6.
34

24
.1

7
.4

9
19

78
42

4.
52

10
7.

87
14

8.
13

8.
41

8.
38

19
.8

9
49

.1
1

4.
62

6.
21

7.
38

26
.6

4
.5

6
19

79
48

2.
04

12
0.

88
17

4.
23

6.
42

8.
62

18
.9

4
88

.2
7

14
.9

2
3.

84
8.

23
29

.3
4

.8
4

19
80

57
6.

73
14

4.
42

19
7.

01
3.

50
7.

07
16

.9
3

88
.4

4
7.

32
—

 .5
5

8.
10

32
.8

2
.9

6
19

81
66

8.
67

15
8.

80
21

3.
39

2.
20

6.
09

25
.1

3
79

.0
7

2.
74

1.
65

8.
60

36
.2

0
.4

4
19

82
74

9.
94

16
7.

64
24

0.
16

2.
11

5.
34

25
.6

3
43

.6
5

2.
06

—
3.

23
9.

27
38

.8
7

—
.3

0
19

83
79

5.
70

17
5.

04
26

2.
57

.6
4

3.
93

25
.8

4
25

.1
9

.1
9

7.
56

10
.0

7
41

.1
5

—
 .1

8
19

84
82

1.
53

17
9.

16
29

5.
97

.5
4

3.
56

26
.4

5
26

.5
6

3.
56

8.
21

10
.4

4
43

.9
1

.0
0

19
85

84
8.

63
18

6.
29

33
0.

63
n.

a.
n.

a.
n.

a.
na

.
n.

a.
n.

a.
n.

a.
46

.9
6

n.
a.

TA
 =

st
oc

k
ye

ar
 b

eg
in

ni
ng

 o
f t

an
gi

bl
e 

as
se

ts
,

K
D

 =
st

oc
k

of
 d

ep
re

ci
ab

le
 ta

ng
ib

le
 a

ss
et

s,
FA

 =
st

oc
k

of
 n

et
 fi

na
nc

ia
l a

ss
et

s,
D

TA
 =

ne
t

in
ve

st
m

en
t i

n 
ta

ng
ib

le
 a

ss
et

s,
D

K
D

=
 n

et
in

ve
st

m
en

t i
n 

de
pr

ec
ia

bl
e 

ta
ng

ib
le

 a
ss

et
s,

D
FA

ne
t i

nv
es

tm
en

t i
n 

ne
t f

in
an

ci
al

 a
ss

et
s,

R
TA

 =
gr

os
s

re
va

lu
at

io
n 

(w
ith

ou
t a

dj
us

tm
en

t f
or

 g
en

er
al

 in
fla

tio
n)

 o
f t

an
gi

bl
e 

as
se

ts
,

R
K

D
 =

gr
os

s
re

va
lu

at
io

n 
of

 d
ep

re
ci

ab
le

 ta
ng

ib
le

 a
ss

et
s.

R
FA

 =
gr

os
s

re
va

lu
at

io
n 

of
 n

et
 fi

na
nc

ia
l a

ss
et

s,
G

C
D

 =
du

ra
bl

es
ex

pe
nd

itu
re

,
C

D
 =

st
oc

k
of

 c
on

su
m

er
 d

ur
ab

le
s,

R
C

D
 =

gr
os

s
re

va
lu

at
io

n 
of

 c
on

su
m

er
 d

ur
ab

le
s.

In
 tr

ill
io

n 
ye

n.



Ta
bl

e 
A

4 
C

O
R

PO
R

A
TE

 C
A

PI
TA

L 
A

C
C

O
U

N
TS

Y
ea

r
TA

_C
K

D
_C

FA
_C

D
TA

_C
D

K
D

_C
D

FA
_C

R
TA

_C
R

K
D

_C
R

FA
_C

19
70

94
.7

8
38

.8
5

—
42

.8
6

13
.3

5
9.

17
—

5.
97

9.
16

2.
24

1.
40

19
71

11
7.

30
50

.2
6

—
47

.4
3

12
.3

6
8.

58
—

6.
44

—
8.

59
8.

19
1.

12
—

1.
74

19
72

13
7.

85
59

.9
6

—
55

.6
1

13
.5

2
8.

68
23

.9
3

5.
31

—
13

.3
0

19
73

17
5.

31
73

.9
5

—
77

.5
0

18
.8

1
11

.4
5

—
9.

76
42

.5
2

18
.1

1
—

4.
14

19
74

23
6.

64
10

3.
51

—
91

.4
0

15
.1

3
9.

62
—

15
.0

7
19

.5
8

17
.3

8
4.

47
19

75
27

1.
35

13
0.

51
—

10
2.

01
9.

88
8.

19
—

10
.1

7
10

.0
8

2.
12

3.
06

19
76

29
1.

30
14

0.
82

—
10

9.
12

8.
97

7.
20

—
9.

76
18

.5
7

9.
58

—
5.

06
19

77
31

8.
84

15
7.

60
—

12
3.

94
8.

50
7.

27
—

8.
47

10
.8

3
4.

47
1.

20
19

78
33

8.
17

16
9.

34
—

13
1.

21
7.

45
8.

25
—

4.
28

21
.9

7
5.

35
—

7.
25

19
79

36
7.

59
18

2.
94

—
14

2.
74

12
.9

9
10

.9
6

—
11

.2
9

46
.8

8
13

.2
9

—
4.

09
19

80
42

7.
47

20
7.

19
—

15
8.

11
15

.0
2

12
.2

4
—

10
.0

9
45

.9
9

12
.8

1
—

.9
1

19
81

48
8.

48
23

2.
24

—
16

9.
12

16
.1

8
13

.4
7

—
12

.7
2

25
.0

2
2.

86
—

2.
93

19
82

52
9.

68
24

8.
56

—
18

4.
77

14
.8

9
13

.1
0

—
14

.4
2

17
.1

3
2.

05
4.

86
19

83
56

1.
70

26
3.

72
—

19
4.

33
12

.7
5

11
.8

5
—

10
.1

0
7.

30
—

.2
8

—
9.

43
19

84
58

1.
75

27
5.

29
—

21
3.

85
15

.6
8

13
.9

9
—

11
.8

3
12

.9
4

3.
95

—
7.

87
19

85
61

0.
37

29
3.

24
—

23
3.

55
n.

a.
n.

a.
n.

a.
n.

a.
n.

a.
n.

a.

S
ee

 n
ot

e 
to

 ta
b

le
 A

3.



Ta
bl

e 
A

5 
G

O
V

ER
N

M
EN

T 
C

A
PI

TA
L 

A
C

C
O

U
N

TS

Y
ea

r
TA

_G
K

D
_G

FA
_G

•D
TA

_G
D

K
D

_G
D

FA
_G

R
TA

_G
R

K
D

_G
R

FA
G

K
D

_B
_G

19
70

27
.0

1
18

.4
0

3.
47

2.
51

2.
08

1.
29

2.
52

1.
45

.0
5

18
.4

0
19

71
32

.1
2

22
.0

1
4.

81
3.

23
2.

63
1.

36
2.

25
1.

04
—

.2
9

21
.9

7
19

72
37

.6
6

25
.7

4
5.

88
4.

18
3.

38
.0

7
6.

59
2.

99
.0

9
25

.8
4

19
73

48
.6

2
32

.3
0

6.
03

5.
09

4.
27

.9
3

12
.7

4
8.

57
—

 .1
0

32
.5

1
19

74
67

.0
4

45
.7

3
6.

87
5.

04
4.

03
.4

6
8.

36
8.

55
—

 .1
1

45
.4

9
19

75
80

.8
3

58
.7

1
7.

22
5.

11
4.

02
—

4.
13

2.
16

1.
85

.0
3

58
.3

4
19

76
88

.1
6

64
.6

5
3.

12
5.

52
4.

39
—

6.
28

6.
59

5.
55

—
 .0

1
65

.1
8

19
77

10
0.

45
74

.7
7

—
3.

17
6.

85
5.

41
—

7.
16

5.
22

4.
33

.1
7

76
.0

7
19

78
1.

12
.6

8
84

.6
7

—
10

.1
6

8.
82

7.
02

—
12

.1
2

7.
64

5.
31

—
.7

4
86

.9
3

19
79

12
9.

36
97

.2
2

—
23

.0
2

9.
68

7.
71

—
9.

63
12

.7
2

8.
67

—
 .3

3
10

0.
53

19
80

15
2.

11
11

3.
95

—
32

.9
7

9.
67

7.
28

—
9.

41
12

.6
0

8.
17

.9
0

11
8.

60
19

81
17

4.
65

12
9.

65
—

41
.4

8
9.

80
7.

22
—

11
.2

6
6.

92
3.

46
—

.3
7

13
5:

55
19

82
19

1.
47

14
0.

43
—

53
.1

0
9.

18
6.

55
—

9.
43

1.
51

1.
40

.0
4

14
8.

24
19

83
20

3.
20

14
8.

41
—

62
.4

9
8.

44
5.

83
—

10
.7

8
0.

65
1.

02
—

 .0
1

15
8.

36
19

84
21

2.
31

15
5.

28
—

73
.2

9
7.

74
5.

05
—

6.
27

2.
82

3.
03

—
 .3

5
16

7.
46

19
85

22
2.

91
16

3.
41

.
—

79
.9

1
n.

a.
n.

a.
n.

a.
n.

a.
na

.
n.

a.
17

8.
03

K
D

_B
_G

 =
st

oc
k

of
 g

ov
er

nm
en

t d
ep

re
ci

ab
le

 ta
ng

ib
le

 a
ss

et
s a

s r
ep

or
te

d 
in

 th
e 

N
at

io
na

l A
cc

ou
nt

s. 
Fo

r d
ef

in
iti

on
 o

f o
th

er
 v

ar
ia

bl
es

, s
ee

 n
ot

e 
to

 ta
bl

e 
A

3.



Comment 211

Comment

ALBERT ANDO
University of Pennsylvania

Fumio Hayashi has produced a very large article which deals with a
number of complex issues including data problems that arise in the
course of attempting to understand whether or not the Japanese savings
rate is indeed unusually high, and if so, what may be the reasons for it.
Since his discussion is so wide-ranging, I comment on only a few of
these issues.

How High Is the Japanese Savings Rate?
It is a curious fact that, as Hayashi demonstrates, there is substantial
uncertainty on the magnitude of the Japanese saving rate. I believe, for
example, that the saving rate based on the national income and product
accounts of Japan is more subject to doubt than, say, the corresponding
United States figures. I have no serious disagreement with Hayashi on
the selection of adjustments undertaken to make Japanese figures com-
parable to those of the United States. I would be inclined, however, to
rely mostly on the concept of private saving rather than on national sav-
ing for the purposes of characterizing Japanese savings and for com-
paring it with the U.S. case. We can always add net government saving to
private saving to obtain national saving if the latter concept is needed for
some specific purpose, but I believe that private saving is the more
behaviorally meaningful concept than national saving, especially after
recent U.S. history indicated that sudden and very large changes in gov-
ernment saving were not in any way compensated by changes in private
saving.

It is also helpful to keep in mind the order of magnitude of the aggre-
gate net worth—income ratio of the private sector. In table 1, I present the
adjusted net worth of the household and its ratio to disposable income of
the household sector in Japan for selected years between 1970 and 1983.
The net worth reported in Japanese national income and product ac-
counts was adjusted for two reasons. First, an extraordinarily large pro-
portion of the total net worth is the value of land, which is, of course,
nonreproducible and hence does not at the aggregate level result from
accumulation of savings. For our purposes, it seems better to exclude the
value of land from consideration. Second, for reasons that are too com-
plex to go into here, the value of corporate shares owned by the house-
hold sector is grossly understated. Since I know of no reliable estimate of
the market value of shares owned by households, I have replaced figures
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reported in the national income and product accounts by the net repro-
duction value of capital owned by nonfinancial corporations less the
value of shares owned by financial institutions.

The ratio of adjusted net worth to disposable income rises dramatically
from 2.5 in 1970 to 4.0 in 1983. Unfortunately, we do not have data to
compute the same ratio for earlier years, but I offer a conjecture that this
ratio declined during the 1960s, at least partly because even the high rate
of saving of Japan was not quite enough to generate sufficient accumula-
tion of net worth to keep pace with the high rate of growth of income in
the 1960s. The comparable figure for the United States is a little higher
than 4, so that Japan has just caught up with the United States in terms
of this ratio. So long as adjustments for the value of land and the value of
corporate shares are made, this result qualitatively remains for a wide
variation in choices of the definition for ratios of this type. This imme-
diately establishes two points. First, the high saving rate in Japan is not
due• to the very high asset-income ratio maintained by the Japanese
household sector. Second, during the 1970s at least, the high saving rate
assisted the recovery of the net worth—disposable income ratio of the
household sector from a very low level to the level comparable to that
in the United States, and indications are that the increase of the net
worth—disposable income ratio has now stopped.

This fact and Hayashi's adjustments to figures in Japanese national in-
come and product accounts which lowers the private savings rate notice-
ably from those reported in official data should place the whole problem
in better perspective. The Japanese savings rate is still significantly higher

Table 1 ADJUSTED NET WORTH OF THE HOUSEHOLD SECTOR
AND ITS RATIO TO DISPOSABLE PERSONAL INCOME IN JAPAN,
SELECTED YEARS (Beginning of the year)

, Ratio of
.

Reported
net worth

Less value
of land

Plus adj.
for value of
corp. shares

Adjusted
net worth

adjusted
net worth to
disposable

income

1970 167.3 104.0 52.3 115.6 2.5
1975 411.0 235.6 162.7 338.1 3.1

. 1980 744.0 394.3 249.1 598.8 3.5
1981 849.7 ' 283.9 666.9 3.7
1982 954.4 535.5 306.3' 752.2 3.9
1983 1031;6 577.3 321.1 775.4 4.0
1984 1082.0 600.5 312.0 793.5 '

Source: Annual Report on National
of Japan.

Accounts, 1985, Economic Planning Agency of the Government
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than that for the United States, but it does not appear to be very much
higher than comparable ratios for at least some European countries, al-
though figures for European countries, too, must be carefully reviewed
before our comparisons are meaningful. Even Hayashi's figures may be
subject to further adjustments, and I mention here one item that imme-
diately comes to mind: In the nonfinancial corporate sector, where most
of investment takes place, it should be the case that total gross invest-
ment less depreciation and retained earnings after taxes should equal
the excess of borrowing over acquisition of financial assets, with a few
well-defined adjustments. It turns out, however, that in the Japanese na-
tional income accounts the former has been substantially larger than the
latter since 1970, and the discrepancy is quite often larger than the total
of retained earnings plus dividends. I have never been able to resolve
this puzzle, but it is possible that there is substantial underestimation of
savings by the corporate sector in Japan.

I believe that there is an urgent need for the Japanese national income
and product accounts to be thoroughly examined, and most impor-
tantly, much closer communication and exchange of information be-
tween officials in charge of these statistics and outside economists.

Hayashi's Theses
After reviewing a number of suggested causes of the high saving rate in
Japan, Hayashi analyzes two of them seriously. First, he notes that the
life-cycle theory with its hump-shaped asset accumulation pattern over
life for families would make the saving rate dependent on the rate of
growth of average productivity per manhour and the population struc-
ture; it is conceivable that the high saving rate in Japan can be explained
by the high growth rate and an unusual demographic structure. The sec-
ond hypothesis is the possibility that Japanese families tend to leave very
large bequests relative to their lifetime earnings. Hayashi arrives at a ten-
tative conclusion that the life-cycle hypothesis does not apply to Japan,
and that bequests are the dominant motive for saving in Japanese families.

Based on his evidence as well as on my own research on this subject, I
am sympathetic to the view that the theory appears to be on
shaky empirical ground in Japan, although I am inclined to say that it
probably has somewhat stronger support in Japan than in other coun-
tries. I would agree with Hayashi in recognizing strong indications from
various data sources for a substantial portion of accumulated assets by
households being passed along to the next generation, either as inter-
vivos gifts or as bequests. I find it hard to interpret the evidence as in-
dicating that Japanese families are consciously motivated by the desire to
leave bequests, any more than families in the United States or in Europe.
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In any case, I believe the high rate of growth of real income in Japan since
1950 was an important factor contributing to the high saving rate, inde-
pendent of the validity of the life-cycle hypothesis.

Hayashi bases his first conclusion on the result of his micro simulation
analysis, reported in table 4 of his article. In particular, he observes that
the aggregate savings-income ratio and the wealth-income ratio generated
by his simulations have little relation to observed values of these ratios.

In the "steady state", if such a state exists, one would expect that the
rate of growth of aggregate income and of aggregate wealth would be the
same, and the aggregate wealth-income ratio, a, and the aggregate saving-
income ratio, s, would satisfy the relationship s = ga, where g is the rate
of growth of aggregate real income. From Hayashi's discussion of his
"steady state" simulations given in footnote 14 of his paper, we can see
that he is not requiring results of his simulations to satisfy a condition
such as above. It is still somewhat surprising, however, that the pattern of
his result is so far from this condition, and understanding the reasons for
this divergence is a key to interpreting the result of his simulation analysis
correctly.

Most of the results reported in table 4, especially some of the more
startling values, are consequences of combining the observed age profile
of earnings with the pattern of consumption assumed to grow at a con-
stant rate for the entire life of the household. Given the age profile of
earnings presented in table 3 of Hayashi's paper, when the optimal con-
sumption growth rate is fairly low, there would be large dissavings by
younger households, substantial savings by the middle-aged households,
and dissavings by the elderly. Also the higher productivity growth means
that younger persons have much larger lifetime earnings than their older
counterparts, so that their dissavings would be greater and savings of the
middle-aged would be smaller, thus reducing the level of aggregate sav-
ings. This mechanism explains the curious result that the savings rate in
table 4 appears to decline when the growth rate of productivity increases,
contrary to my proposition in the preceding paragraph. The dissaving by
the oldest group matters relatively little, both because there are relatively
few older persons and because their lifetime earnings are smaller than
those of younger persons.

The above consideration hints that the problem might be alleviated if the
dissaving by younger households is eliminated. Hayashi recognizes this
possibility, and reports at the end of the section 4 of his paper that he
repeated the simulation experiments with the constraint on consumption
not to exceed the algebraic sum of income in the same period and the
initial value of wealth. He further reports briefly a surprising result that
even with such a constraint, the simulation fails to generate the value of
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the wealth-income and saving-income ratios that are even remotely close
to observed aggregate ratios, and that the negative relationship between
the rate of growth of productivity and the savings-income ratio persists.
This is surprising since others have found it fairly easy to generate the
wealth-income and saving-income ratios close to observed values through
similar simulation experiments once dissavings by younger families are
eliminated.

To gain some insights into what is going on, consider an extreme case in
which the rate of real interest is zero and the optimal consumption path is
to consume the same amount throughout the life of a household. Let us
suppose also that the rate of growth of productivity is quite high, say
between 5% and 10% per year as it has been in Japan since 1950. The cross-
section earnings profile given in table 3 of Hayashi's paper would add
another 5% to 10% to the growth rate of income, so that the family's lc.ngi-
tudinal growth rate of income is between 10% to 20% per year. If such a
growth rate of income is matched against the zero growth rate of con-
sumption; in the absence of the liquidity constraint, the family would
make very large dissaving at the beginning of its life, expecting to elimi-
nate debts through later savings. When it is subject to the liquidity con-
straint, however, it begins its life consuming all its income, maintaining
net wealth position of zero. When it reaches the age at which uncon-
strained families would have switched from dissaving to saving, it will
continue to consume all its income since it has no debts to eliminate.

The liquidity constrained family, under these assumptions, would
therefore go through most of its life with zero net wealth, and only shortly
before the retirement, would save a very large part of its income in order to
acquire wealth to cover consumption after retirement. It is also clear from
this description that the greater the rate of growth of productivity, the
shorter the period in which such a family would maintain a positive net
wealth position. Hence, the size of net worth held by families averaged
over the entire population is very small because only those families just
before retirement hold any assets, and most families hold zero assets.
Furthermore, the greater the rate of growth of productivity, the fewer
families there will be with any positive assets, and the smaller the size of
net wealth averaged over the entire population. Consequently, provided
that the rate of longitudinal growth of income is quite high to begin with
(which is insured by the Japanese age-earnings profile), the negative rela-
tionship between the aggregate wealth and the rate of growth of produc-
tivity can be strong enough to make the relationship between the rate of
growth of productivity and the saving rate negative.

These are interesting implications of the model that Hayashi simulates,
but it is not at all surprising that the wealth-income and saving-income
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ratios generated by his model do not correspond to those observed in
Japan. In Japan, contrary to the implication of this model, we observe that
virtually all young families save, and the age profile of savings is quite
even throughout the working life of the family. This does not necessarily
mean that the savings behavior of Japanese households is contrary to the
life-cycle theory, as I am not at all sure how much his simulation and its
constantly rising consumption at a fixed rate (and others like it used by
other authors in recent years) have to do with the life-cycle model visu-
alized by those who originally formulated the model. Modigliani, for ex-
ample, in his earlier works often used a utility function which is also
separable but cornered like a Leontief production function, so that the
allocation of total resources to each period in life is predetermined, re-
flecting what is considered to be a normal pattern of consumption needs
by most families. Logically, I do not see that one is superior to another,
and if the utifity function used by Hayashi is so clearly contradicted by the

then perhaps we should consider alternatives.
Hayashi seems to conclude from the simuiations not only that the life-

cycle theory does not apply to Japan, but also that the growth rate of
productivity has little to do with the savings-income ratio. As I have indi-
cated before, the relationship between the growth rate of productivity
and the aggregate savings-income ratio is by no means unique to the life-
cycle theory. Consider, for example, a society in which all households
always aim to leave a fixed proportion of total resources available to them
during their lives as bequests to the next generation, and save a fixed
proportion of their income throughout their lives to do so, so that there
is no dissaving at any point in their lives. In such a society, the aggregate
savings-income ratio must be strongly and positively correlated with the
sum of the rate of growth of productivity and the rate of growth of popu-
lation. Indeed, provided that the growth rates are substantial, that is, the
sum of the growth rate of productivity and that of population is 3 per-
cent or more, the behavior of older persons, whether they dissave their
wealth or leave it to the next generation, makes only a minor difference
in the aggregate savings-income ratio and the aggregate wealth-income
ratio.

I nevertheless accept the proposition that a critical test of the life-cycle
theory is the presence or absence of some dissaving after retirement, al-
though the life-cycle theory can certainly coexist with the presence of
some bequests, and that the apparent total lack of dissaving by older
households in Japan is clearly inconsistent with the life-cycle theory
unless this observation is due to some serious biases of sampling or
measurement. Much of the rest of the Hayashi article deals with this
question, and since he contrasts his analysis with some earlier results I
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reported elsewhere, I would also like to make a few comments on this
rather technical question.

There is no dispute between Hayashi and me that the majority of those
older persons maintaining independent households continue to save,
and therefore, they leave most of their accumulated wealth as bequests
or gifts. (The exception is the small group of some elderly single-person
families, mostly women, who are very poor and have virtually no wealth,
and appear to subsist on welfare paymçnts and gifts from others.) The
behavior of this group is, therefore, not consistent with the life-cycle the-
ory. The problem in Japan is that a larger and larger proportion of older
persons become dependent members of younger households as they
age. Hayashi reports that in 1983 some 67 percent of persons 65 and over
lived with their children. It is generally supposed, and fairly easy to
demonstrate, that those older persons remaining independent are likely
to be more active economically as well as wealthier. The critical question
therefore is what the wealth holdings of those older persons merged into
younger households look like, but this is a very difficult question to an-
swer because we do not have any direct observations on them. The only
way to infer anything about their wealth-holding behavior is to compare
features of those younger households which contain older persons with
those of other younger households which do not contain older persons,
and try to get at net contributions of older persons indirectly. This is
what Hayashi tries to do in his tables 8 and 9.

He draws several conclusions. First, the net contribution of the pres-
ence of older persons in the younger family to the total financial assets of
the extended family appears to decline as the age of the younger head of
the household increases. One needs to be careful about this proposition.
Net financial assets is not total net worth, and in Japan by far the most
important item in a family's net worth is the value of the residence, and
the incidence of house-ownership increases very significantly with the
age of the head of household. Furthermore, the probability of a family
owning a house is very strongly and significantly affected by the pres-
ence of older, persons when the head of the family is very young, but is
almost unaffected when the head of the family is over 50.

Second, Hayashi observes that the net contribution of the presence of
older persons to a measure of savings available in his table 8 is always
positive, for all age groups. Hayashi further infers from these two obser-
vations that the only possible way in which the positive savings by older
persons and the decline in their net financial assets can be reconciled is
to suppose that older persons are giving substantial amounts of their as-
sets as bequests and gifts.

I have carried out a somewhat similar analysis in an earlier paper, but
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since I had access to individual observations with fairly extensive demo-
•

graphic information for the same survey, I tried to work with my own
estimate of total net worth of families rather than financial assets, esti-
mated lifetime earned income after taxes rather than current pretax
come, and attempted to control for both the age of the younger head of
household and the age of the older dependent member of the family.
I observed a much clearer decline in total net worth than Hayashi does,
which may be due to the differences in definitions used and the explicit
control for the age of older persons. The size of the increase in consump-
tion expenditure indicated by Hayashi due to the presence of older per-
Sons is considerably smaller than mine, but the difference will not make
their positive contribution to saving into a negative one. I did not at-
tempt to estimate income or savings of dependent older persons. The
surprising feature of his table 8, it seems to me, is the large net contribu-
tion to the income of the family by the presence of retired, older per-
sons, from 10 percent to as much as 30 percent of the income of younger
households. Hayashi suggests that I did not take account of the possibil-
ity that a part of the net worth of a younger household without an older
person living in it may have been contributed by older persons who once
lived with them but are now deceased, and that this process is what he
is observing. I must confess my skepticism on this very subtle point.
I hope that a projected future project using additional data will help
Hayashi and me to clarify this.

Hayashi then attempts, through an extremely ingenious scheme, to
compute the size of intergenerational transfers implied by data at his dis-
posal, as shown in table 9. He finds it surprising that the size of implied
intergenerational transfers appears to him to be very small in the light of
the size of total net worth held by all households in the economy.

I am not very surprised. I have found in my own analysis of the
U.S. case that of the total existing assets held by the household at any
given time, the part contributed by bequests from the previous gen-
eration is quite small, say less than a third or a quarter of the total,
even when one works through a model in which all accumulatedsavings
by households are left as bequests to the next generation, provided that
the economy has a respectable rate of growth of total real income, say
3 percent per year or more. This is because, given the rate of growth,

- assets accumulated by the currently living generation at their higher level
of income are much larger than the assets accumulated by the deceased
generation at their much lower level of income. Given that the rate of
growth of output for Japan has been extraordinarily high for the past
thirty years, Hayashi's result is clearly in line with what I would have
expected.
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Some Final Observations
This brings me to the point that I find basic to the understanding of the
differences in the aggregate savings rate among countries and also its
secular (not cyclical) changes in a single country. As I have suggested,
the aggregate savings rate does not depend all that critically on the sav-
ings behavior of the older, retired persons, simply because the amount of
wealth these older persons control as a proportion of the total wealth of
the society is not large, provided that the economy is growing at a re-
spectable rate. It depends more critically on the standard pattern of asset
accumulation by individual households while they are still income earn-
ers, on whether or not this pattern is fairly stable among individuals and
over time, and also on the rate of growth of income.

The dependence of the saving rate on the rate of growth of income is
not a unique feature of the life-cycle theory, certainly not of a very re-
strictive version of it. Even when all households in the economy intend
to leave all their accumulated savings to the next generation as bequests
and succeed in doing so, the saving rate must be positively related to the
growth rate. If the bequest motive is to explain variations in the aggre-
gate savings rate among countries independent of the growth rate of in-
come, then countries with high bequest motives must have not only
high saving rates but also a high wealth-income ratio. I do not believe
that we observe a very strong relationship between the savings-income
ratio and the wealth-income ratio among countries. For the explanation
of the aggregate savings-income ratio, my view therefore is that we must
first pay attention to the pattern of accumulation during the earning
period of individuals and to the rate of growth of income, and only
secondarily to the behavior of older, retired persons, independent of
whether the life-cycle theory or the bequest model is used as the basic
descriptive vehicle. This does not mean that the distinction between the
life-cycle model and the bequest model is never important. For example,
it still seems critical in analyzing the effects of a substantial expansion in
social security programs on household behavior.

I still have difficulty in understanding a bequest model that leads to
substantial intergenerational transfers in the context of continually ris-
ing productivity. Individuals in a particular generation know that their
children will have very much larger resources. For example, if the rate of
productivity growth is 2 percent per year, a generation thirty years
younger would on average have roughly twice the income of the older
generation. If the older generation has a utility function that is separable
in time and treats consumption of current and future generations sym-
metrically, then the maximization of expected utility subject to the budget
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constraint with an infmite horizon must lead to the transfer of resources
from the younger to the older generation, not the other way around. In-
troduction of a very large subjective rate of discount to alleviate the
situation will not do, because it is, in effect, introducing the result as an
assumption of the analysis. It seems to me, therefore, that we need to
have a much better-formulated model of the bequest before we can take
it seriously. I am personally more attracted to a model in which individu-
als' wealth-holding behavior near the end of their lives is strongly
fected by the uncertainty of the timing of death, and by the possibility
that they might face a catastrophic situation, and who, as a result, end
up leaving a substantial portion of their wealth at the time of their death,
although their interest in leaving a bequest to the younger generation is
limited. In this context, we may also remember the well-known proposi-
tion that the behavior of individuals may substantially deviate from that
predicted by expected utility theory when the probability of events in-
volved is extremely small.

In the case of Japan, I also believe that the role of home ownership
plays an important role in the asset accumulation process, because the
value of land is so extraordinarily high, but I think we have only scratched
the surface of this complex question.

I have disagreed with a number of analyses and propositions offered
by Hayashi in his article. Especially because of this fact, I must stress
here that his is a remarkable effort, assembling a vast body of informa-
hon in a reasonably well-organized manner, and I have learned a great
deal from it. Even when I did not like his analysis, it forced me to think
through the problem a little more deeply than I would have done other-
wise. Problems that I raised in my comments reflect serious difficulties
faced by all of us trying to press on with empirical analysis beyond very
general observations, and I look forward to learning more about the
characteristics of the Japanese economy solidly based on empirical re-
search from Hayashi's future work.

Comment
PAUL M. ROMER
University of Rochester

Fumio Hayashi's article on Japanese savings, (Hayashi 1986), starts with a
detailed examination of data from the United States and Japan. Before
moving on to possible explanations for the behavior of savings in Japan,
he tries to gauge the accuracy of the widespread perception that the Japa-
nese saving rate has been, and continues to be, two to three times higher
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than the U.S. rate. He concludes that a simple comparison of personal
saving rates overstates the difference in true savings behavior and masks
a steady decline in the Japanese saving rate since 1970. He then proceeds
to examine possible explanations for the remaining difference between
the U.S. and Japanese experience and the behavior of Japanese savings
over time.

The first part of the article is valuable because it suggests caution about.
how one measures savings and raises questions about the reliability of
the available data. I heartily agree, and conclude that these difficulties
make any comparison of the saving rate in the two countries uninfor-
mative about the key questions of interest: What is the nature of inter-
generational transfers? Does a budget deficit or a social. security system
reduce national savings? However, the time-series behavior of savings in
Japan does raise interesting issues of its own, especially when compared
to the growth of GDP. The period of high savings seems to coincide with
an unprecedented period of high GDP growth rates, and this coinci-
dence may deserve more attention than Hayashi gives it.

The conventional way to approach the definition of savings is through
national income accounting. Following the usual notation, let Y repre-
sent gross domestic product, C private consumption, G government ex-
penditure, and X net exports. We can also define government transfer
payments R, taxes T, and the budget surplus, B = T — C — R. Let
F denote the value of net foreign assets and let r denote the (domes-
tic consumption good) coupon rate on foreign bonds. Finally, recall
that the current account surplus CA is net receipts from foreigners,
CA = X + rF.

The conventional definition of savings as given in a macroeconomics
textbook is the difference between net private disposable income and
private consumption. For simplicity, let K denote the aggregate capital
stock and let denote the depreciation rate. Then

(1)

Using the usual income identity and the definitions given above, private
savings can be written as the sum of net investment and the current ac-
count, minus the budget surplus:

S=(I—6K)+ CA—B. (2)

The level of savings can be converted into a saving rate by dividing by net
national income.

This kind of measure of savings is the focus of standard open-economy
macroeconomics, but it is only one of many possible measures of ac-
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cumulation and may not be the one relevant for a given theory. One
alternative measure is dismissed early in the article. Savings given in
equation (2) is total private-sector savings, but data for the private sector
is collected separately in the personal and corporate sectors. The per-
sonal saving rate in Japan is indeed two to three times as high as personal
savings in the United States, but the difference between private-sector
savings is smaller and has been steadily diminishing since 1970. A simple
Modigliani-Miller argument suggests that the division of private-sector
savings into corporate and personal savings is only a matter of account-
ing and should have no theoretical significance.

Having made this observation, it is natural to pursue this line one step
further and consider net national savings, S + B. Adding the budget
surplus to private savings reinforces the effects caused by the addition of
corporate savings to personal savings. The net national saving rate in
Japan is doser still to the rate in the United States, and the downward
trend is more pronounced. However, the theoretical justification for
choosing national savings over private savings is more controversial. The
choice of the measure of savings now depends on the theoretical stand
one takes on the nature of intergenerational altruism and transfers. As is
now well understood, a Modigliani-Miller argument applies to an in-
crease in government debt caused by a shift in tax liabilities from the
present to the future only if the agents who receive the current tax re-
ductions must also pay the increased future taxes. If one believes in a
life-cycle theory of savings, a comparison of national saving rates will
understate the true divergence between the actions of agents in the
United States and in Japan. From this point of view, the question be-
comes not only why private individuals in Japan save more than those in
the United States, but also why government fiscal policy is set to par-
tially offset this difference.

As Hayashi goes on to point out, the measure of the budget surplus in
the United States is misleading because it does not distinguish between
expenditures on capital goods and consumption goods. Using estimates
by private economists of government capital formation for the United
States, the article offers an additional measure of savings which adds
back net capital formation in the government sector. Comparable figures
for Japan are available from the national accounts. At a theoretical level,
it is not clear how to take account of the substantial differences in the
nature of government expenditures in the two countries, especially with
regard to the military. But at this point, problems with the data appear to
overwhelm the theoretical issues. The official Japanese accounts do not
attempt to measure depreciation on most forms of government capital,
presumably because of the difficulty of doing so. The data for the United
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States do include depreciation on the entire capital stock. The net result
of the correction for government capital formation is to suggest that
net capital formation by the government in the United States is around
1 percent of NNP, but is roughly 5 or 6 percent of NNP in Japan. In
the absence of some other systematic difference between the activities
of the two governments—and lam aware of no such difference—military
expenditure alone should cause net capital formation in the United
States to be higher. I suspect, and Flayashi seems to agree, that the ap-
parent difference results from differences in the accounting conventions
used to generate the estimates for the two countries. If my prior belief
that the U.S. government has the higher rate of net capital accumulation
is correct, this suggests that differences in accounting conventions con-
cerning issues like the treatment of depreciation, or simple errors in the
system of accounts, can lead to differences in reported rates of accumu-
lation on the order of 5 percent of NNP.

There is direct evidence that issues of measurement extend beyond the
government sector. Hayashi notes that the published savings numbers
from Japan are derived from a measure of net national product that uses
historical cost data to estimate depreciation. Using other data, he can
construct a replacement cost estimate of depreciation and reduce the es-
timate of net national product accordingly. Since the level of savings is
calculated as a residual, this causes a one-for-one fall in savings and a
reduction of the savings rates by 2 percentage points during the 1970s.

The U.S. data should also give reason for concern. The national income
accounts estimate of personal savings constructed by the BEA has for
some time differed substantially from the estimate constructed by the
Federal Reserve Board using balance sheet data. For example, for the
years 1980 through 1983, the FRB measure of savings by individuals is
more than twice the BEA measure of personal savings, at a level of roughly
10 percent of NNP versus 5 percent of NNP. (Data taken from Tables B19,
B25, and B26 of the 1985 Economic Report of the President.) The influence
of depreciation on the measured rate of savings in Japan is suggestive of
general difficulties. Since the national income accounts measure of sav-
ings is a residual, small percentage errors in net income or consumption
can cause large changes in estimated saving rates. One explanation that
has been offered for the most recent decline in the personal saving rate in
the United States is that the proliferation of deferred compensation plans
(e.g. 401k or 403b plans) may have artificially reduced income reported to
the government without affecting measured consumption.

In the case of capital accumulation by the government, skepticism
about the data overwhelms any conceptual issues, and emphasis is placed
on measures that do not contain any estimate of this effect. The treatment
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of the government is of course not the only source of suspicious data or
theoretical ambiguity. Even in the absence of any government capital for-
mation, a national income account measure of savings does not capture all
changes in wealth, yet wealth is presumably what matters to individuals.
This is true whether or not they are inclined to leave bequests. The article
refers explicitly to changes in wealth associated with depreciation in the
real value of outstanding U.S. government debt, but the issues here go far
beyond this case. To make this point, consider a simple model that is ca-
pable of allowing for general gains and losses.

Let denote the amount of capital of vintage s—that is, capital
produced at date s—stil in service at date t. Using the notation from
above, can be expressed as gross domestic product minus private
consumption, government consumption, and net exports:

= Y — C — G — X. (3)

Let p5(t) denote the price at time t of vintage s capital. By the nature
of the technology, must be equal to 1, but can differ from 1.
Using these prices as weights, define a measure of the aggregate capital
stock K as:

K(t) =

Finally, suppose that all vintages suffer the same exponential rate of
physical depreciation, 8. Differentiating K with respect to time yields

K(t) = + ft,. +

Because of the exponential depreciation, the second term is equal to
—6K(t). The last term represents capital gains on capital, and will be de-
noted as rK. Thus, we can write

K = k,(t) — 6K + "K (4)

• Measured private sector wealth is the value of all traded assets. Let L
denote the stock of land (or of any other input in fixed supply), let F
denote the net quantity of foreign bonds, and let q and m denote corre-
sponding prices. Then marketable wealth is

W(t) = K(t) + q(t)L + m(t)F(t), (5)

and the rate of change of wealth is

141(t) = + q(t)L + th(t)F(t) + m(t)E(t). (6)
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Following the notation from above, let denote capital gains on land,
4(t)L, and let denote increases in the market value of foreign bonds,
nz(t)F(t). Using equation (4) and the fact that rn(t)P(t) equals the current
account surplus, equation (6) becomes

(7)

Finally, using the expression from equation (2) for national savings
S + B and from equation (3) for we have

14' = (S + B) + FK + rL + rF. (8)

Thus, national savings differs from the rate of accumulation of wealth be-
cause it neglects capital gains on marketable wealth.

Whether the rate of change of wealth should be used in place of a na-
tional income account measure of savings for normative or positive pur-
poses is not clear. Even if the capital gains terms in equation (8) could be
measured accurately, it is not necessarily the case that they should be in-
cluded. The article motivates consideration of changes in wealth based
on the observation that the fall in the real value of outstanding U.S. gov-
ernment debt represents a true increase in future national consumption
possibilities. For economic purposes, the division of the returns from
bond holding into coupon income and appreciation is irrelevant; yet
under the accounting arrangements described here, if the U.S. gov-
ernment were to refinance the outstanding debt held by foreigners
with zero coupon bonds, the budget surplus and the current account
surplus would increase immediately. Thus gains such as f1 should surely
be included.
• An opposing accounting argument arises because the coverage of this
measure of wealth is incomplete. Recent increases in, say, the value
of land or of corporate assets in the United States may simply reflect
changes in taxation like the reduction in the average effective tax rate for
corporations or the introduction of the exemption from taxation of gains
from the sale of owner-occupied housing. If the resulting reduction in
tax revenue from these sources was recovered by an increase in the tax
on labor income, the increase in the value of marketable assets.will have
been largely offset by a fall in the value of human capital. Since there are
no market prices for human capital, it can not be included in W and 14r
will show a net increase in wealth.

This is not to argue that all or most measured capital gains arise purely
from accounting conventions. Simple arguments suggest that real gains
may be quite important. Consider a production function for GDP that
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can be written as a stationary function f multiplied by a term ert which
captures exogenous technological change. The function f will depend on
land L, labor N, and all vintages of capital:

= f(k. for sE(—csi, t],L,N). (9)

If all arguments of f stayed constant over time, the term would cause
the marginal products, and hence the rental prices, of all inputs to in-
crease, leading to capital gains that represent real increases in welfare.
Of course, one would not expect all inputs to stay constant. New capital
k1(t) would continue to be added over time. If different vintages of capi-
tal are sufficiently good substitutes, this will lead to a compensating de-
crease in the marginal product and price of older capital. Technological
change that leads to the introduction of a new megabyte computer mem-
ory chip does not in and of itself reduce the marginal product of existing
chips; but if the cost of the new chip is low, the total number of bytes of
memory in use will increase and the old chips will indeed suffer a capi-
tal loss. In the classical case where all vintages are perfect substitutes,
these effects will cancel, the price of all capital goods is always 1, and no
capital gains on capital take place. But if f(K,L,N) is homogeneous of de-
gree one, the marginal product DKI(K,L,N) is homogeneous of degree
zero and

LDKJ + (10)

Thus, the decrease in the rental price of capital, caused by an increase in
the stock of capital, is offset by an increase in the rental price of some
other input. To the extent that this increases the marginal productivity of
land (or of any other marketable factor in fixed supply), technical change
will still be captured in changes in wealth. If different types of capital are
not perfect substitutes, gains on capital could still be observed; think for
example of the effect of cheaper computer memory chips on the value of
all of the patents and proprietary software held by IBM. To the extent
that the gains accrue to labor, they will not be captured in a measure of
increases in wealth. If the size of the work force were truly fixed at some
level N, increases in the value of human capital would show up in high
rates of growth of productivity; but in the United States, for example,
employment has increased dramatically in the last fifteen years, so this
effect must be estimated as part of a larger simultaneous system.

A national income accounting measure of accumulation captures that
part of growth in income that is explained by growth in the stock of in-
puts in a growth accounting exercise. Capital gains correspond to the
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unexplained residual. Most growth accounting type exercises suggest
that the technology residual is relatively large. For example, Kendrick
(1976) estimates that a large fraction of the increase in per capita growth
of output over the period 1929 to 1969 can not be accounted for by growth
in a broadly defined set of tangible and intangible inputs to production.
If technological change occurred at a uniform rate across countries, this
would be of little import for the kind of cross-country comparative analy-
sis undertaken here, but given our level of ignorance about this residual,
this kind of argument should not offer much comfort.

This exercise may partially help explain why the estimates like the FRB
measure of private savings that are based on balance sheet data differ
from national income account estimates. Balance sheet data will pick up
capital gains; national income account estimates do not. The problem is
that the discrepancy seems too large to be explained entirely by the in-
fluence of capital gains. The FRB measure of savings in 1982 is $296 bil-
lion, equal to 11 percent of NNP in that year. The personal saving rate
from the BEA is only 5 percent, and the private saving rate is 6 percent
(Hayashi, table 1). Even if all corporate savings in the BEA sense (e.g.,
undistributed profits)show up as capital gains for individuals and hence
are captured in the FRB measure of savings by individuals, this leaves
5 percent attributable to true capital gains on tangible assets in a year
that was not noted for the robust performance of asset markets.

Ultimately, the article focuses primarily on the behavior of national
savings S + B without making any correction for government capital
accumulation. The choice seems to be based on a mixture of simple the-
ory and the degree of confidence in the data. Personal savings is not
used because it neglects the substantial differences between corporate
savings behavior in the two countries. National savings is chosen over
private savings on less clear grounds, but the qualitative behavior of
these two series is similar. Government capital accumulation and capital
gains are neglected, apparently because they cannot be measured with
any accuracy.

There is clearly a limit to how much can be done in a study of this size
to reconcile, evaluate, and correct official data. Hayashi's article does
quite a lot, especially given that its main focus is on explaining the data,
not uncovering them. Nonetheless, it is perhaps worth emphasizing
how much room there is for improvement in the data and how much
work remains to be done before we can confidently take them as given
and use them to refine our theories. Reliable data on national income
account savings and on the rate of accumulation of wealth that are inter-
nally consistent and consistent across countries would offer a far more
complete picture of how rapidly different countries are accumulating, of
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how rapidly future consumption possibilities are expanding. Whether
this kind of data would alter our perspective on relative rates of growth
across different countries is an open question. In the comparison be-
tween the United States and Japan, it seems quite unlikely that such data
would alter the perception that the Japanese are saving more and grow-
ing rich faster, although it could change our estimate of the magnitude
of the difference. In a comparison between Western Europe and the
United States, such a reversal could indeed take place. At the present
time, policy discussions focus on the low rate of savings in the United
States relative to Western Europe, with its ominous implications for low
relative rates of growth and accumulation of wealth in the United States;
and focus simultaneously on the contrast between robust employment
growth in the United States and persistent stagnation in Europe. In the
absence of better data, it seems highly unlikely that we will be able to use
cross-country comparisons to learn anything useful about the major out-
standing questions concerning the extent to which the government bud-
getary policies and transfer programs affect rates of accumulation and
growth. The number of data points is too small and the amount of noise
in the data too large.

Presumably there is some consistency to the way savings is calculated
in each country, so that the time-series properties of official savings data
are likely to contain useful information about the true behavior of accu-
mulation. Thus, one can still ask why the private and national saving
rates in Japan have fallen since 1970. Given that there is fragmentary evi-
dence that the saving rate in Japan during the 1950s and 1960s was also
high relative to historical levels, one can also ask why it rose as it did.

The one piece of evidence about which there seems to be little room
for dispute is that growth rates in postwar Japan have been astonishingly
high. As is illustrated in Figure 1, the postwar growth rates are unprece-
dented in the prewar era. The figure plots the logarithm of an index of
the level of real GDP for Japan and the United States, with the logarithm
of each index equal to zero in 1885. To give information about the levels,
Figure 2 plots the ratio of total and per capita GD? in the two countries.
Whether one uses total GD? or per capita GD?, growth in the two coun-
tries prior to World War II is very similar. If anything, growth in the
United States is higher. Income in the two countries increases by virtu-
ally the same factor in the fifty years from 1885 to 1935; even then, Japa-
nese growth catches up with growth in the United States only because
Japan was not significantly affected by the slowdown in the first half of
the 1930s. In the postwar period, Japanese growth is uniformly higher
than U.S. growth, which continues at approximately its prewar rate. By
1960, Japanese GD? had returned to the level that one would predict
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from an extrapolation of prewar levels using the prewar growth rate, but
rapid growth continues for the next twenty years, slowing somewhat
during the 1970s. From 1960 to 1978, the ratio of Japanese to U.S. per
capita GOP doubles from roughly .35 to .70.

Figure 3 plots the growth rates and the net national saving rate for
Japan. The casual impression from this graph is that savings tracks the
broad movements in GOP growth. Although the data in the article go
back only to 1965, Albert Ando reports that a study done for the Bank of
Japan (cited in Ando (1985)) indicates that savings in prewar Japan did
not occur at the high postwar levels, and was not notably different from
savings in other countries.

Taken together, this evidence suggests that the problem for theory is..to
explain why savings and growth are simultaneously high. One of the
key contributions of Hayashi's article is to emphasize that in the context
of the standard life-cycle model, the rapid growth rate cannot explain the

Figure 1 REAL GDP GROWTH, US AND JAPAN
Log of GDP index set to 0 for 1885
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Raw data on GD? and prices for GD? comparisons are taken from Maddison (1982), Observations are
taken every five years with two exceptions: observations for 1944 and 1947 are used in place of a 1945
data point, and 1979 is the last data point.
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saving rate. His simulations show that the late peak in the age-earnings
profile in Japan should cause the life-cycle saving rate to decrease with
the productivity growth rate. (Moreover, it should cause the saving rate
to be lower than the rate in the United States.) Demographic changes
also suggest that in contrast to the observed downward trend, savings in
Japan should be higher in 1980 than in 1970.

The article takes an ambivalent attitude toward one possible explána-
tion for the coincidence of high growth and high savings. Under the
standard optimizing growth model, the positive response of the saving
rate to interest rates causes a country with low capital, hence high inter-
est rates, to grow faster. This is the basis for the usual convergence to a
steady-state level or to a steady-state growth rate driven by exogenous
technological change. This argument cannot offer. a complete explana-

Figure 2 RATIO OF JAPANESE TO US GDP
Levels and Per Capita
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Raw data on GD[' and prices for CDI' comparisons are taken from Maddison (1982). Observations are
taken every five years with two exceptions: observations for 1944 and 1947 are used in place of a 1945
data point, and 1979 is the last data point.
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tion for the rapid growth after the war because it should apply with even
more force to prewar Japan, and for that matter to all other countries
starting from low levels of per capita capital. Something else is needed to
explain the postwar acceleration in growth. But given that it took place, it
must be true that ex post returns to investment were quite high during
the 1950s and 1960s, falling somewhat since then. Assuming that these
returns were foreseen and that the degree of intertemporal substitution
of consumption was sufficiently large, growth and savings would have
moved together. Given enough intertemporal substitution, this should
be true in a model with either dynastic families or with life-cycle individ-
uals. Note that the entire postwar era is roughly the time in the labor
force for a single individual. -

Hayashi suggests the classical theory of diminishing marginal produc-
tivity as an explanation for the recent slowdown, but also notes that his
Euler equation estimates imply a very low degree of intertemporal sub.
stitution. Since these estimates are based only on consumption of food,

Figure 3 GROWTH AND SAVINGS IN JAPAN 1965 to 1979
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for which intertemporal subtitution may indeed be quite small, this does
• not offer decisive evidence about the overall degree of intertemporal sub-

stitution in consumption. Moreover, estimates of this kind have to be
• treated with caution because in any overall test of its implications, the

underlying model is typically rejected by the data.
In addition to the qualification that the saving rate must be responsive

to the interest rate, this explanation for the behavior of savings requires
that the high postwar rates of return and growth were foreseen. (Note
that this assumption of foresight is also made in the steady-state simu-
lations given in the article for the life-cycle model.) Given the unpre-
cedented nature of growth during this period, this is a very strong
assumption. By 1960, it should have been clear to even the most naive
that things were going extremely well, but the relevant question was how
long this could be expected to last. An alternative line of attack on this
problem might be to consider the effect of a long string of positive sur-
prises in rates of return and in the rate of growth of labor income in ei-
ther a life-cyde or infinitely lived agent model. Under the usual form of
additively separable preferences, the entire consumption profile in-
creases immediately in response to positive wealth shocks. But any
added element in preferences or any adjustment cost that causes an
agent to want to smooth the rate of change of consumption as well as the
level of consumption will imply that the rate of growth of consumption
will lag behind the rate of growth of income, especially if current
growth are not expected to be sustained indefinitely.

In summary, whether or not one believes in dynastic families or life-
cycle individuals, it is possible to argue that high growth rates in Japan
were responsible for high saving rates. What seems to be crucial is not
the form of intergenerational transfers, but rather the degree of foresight
that can be presumed in this extraordinary period, and .the nature of in-
tertemporal preferences for an individual—that is, whether the saving
rate is responsive to the rate of interest and whether there is any ten-
dency toward smoothing in the rate of growth of consumption as well as
in the level.

This conclusion is based on the premise that causality runs from
growth to savings rather than vice versa. Given the enormous cultural
and social changes that took place in postwar Japan, one cannot com-
pletely dismiss the possibility of an exogenous increase in the saving
rate, but I find it difficult to offer an explanation for why it might have
taken place. It also seems implausible that double-digit rates of growth
can be explained simply by an exogenously high rate of saving. From
1950 to 1970, GDP and population in. Japan grew at annual average com-
pound rates of 9.5 percent and 1.1 percent per year respectively. Using
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estimates of the relative share of capital in total income ranging from ½ to
1/4, these growth rates imply that the net stock of capital in Japan had to
grow at an average annual compound rate of between 25 and 30 percent
per year; that is, by 1970, the stock of capital would have had to have
increased to 150 times its level in 1950. I suspect that a growth account-
ing exercise for postwar Japan would find a large residual.

In principle, one must also allow for the possibility that there is no
direct causal relationship between the time path for saving and growth
rates, each being the result of some third influence; or for the possibility
that there is no causal relation at all. But I would find it quite surprising if
postwar savings and growth in Japan were not intimately linked.
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Discussion

Fumio Hayashi, in responding to his discussants, expanded on the dif-
ference between intentional and accidental bequests; in his article, he
argued that bequests were intentionally large. The rapid expansion of
the social security system in 1973 provided some evidence on whether
the finite-life life-cycle model holds. If parents are not altruistic, then in-
creased social security benefits would lead them to increase their con-
sumption. If the dynastic view of the family is a good approximation, the
elderly should increase their saving. The data show little change in the
saving rate of the elderly.

James Poterba suggested that the savings behavior of the elderly re-
ceived too much attention. The major difference between savings behav-
ior in Japan and the United States appears to be in the behavior of the
young, not the old, and it is that difference that should be the focus of
the study.

Takatoshi Ito argued that much of Japanese saving may be for cata-
strophic events, despite the fact that the saving rate changed little after
the introduction of the social security system. People may not trust the
social security system very much, since many believe it will ultimately
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go bankrupt; they may be saving for the day the social security system
breaks down. Ito also commented that Hayashi dismissed the life-cycle
hypothesis too quickly. Hayashi tested the steady-state implications of
the life-cyde hypothesis, but the Japanese economy may not have been
in a steady state. Another possible explanation of the high Japanese sav-
ing rate is the target wealth hypothesis. This would explain the high sav-
ing rate from 1973 to 1975, since people have to increase their saving to
maintain the target asset-income ratio in the presence of high inflation,
which depreciates the assets. Finally, he questioned the validity of the
data in the interest elasticity calculation. The nominal rate was regulated
during the estimation period.

Lawrence Summers suggested cultural differences between Japanese
and Americans as a possible explanation of the high saving rate in Japan.
He cited a work based on survey data for Japanese-Americans by one of
his students. The research showed that Japanese-Americans' saving rate
is 5 percent higher than that of other groups, and that there is no system-
atic relation between the saving rate and the number of generations the
Japanese-American has lived in this country. Albert Ando commented
that the cultural difference explanation may not work, since the saving
rate was not high in prewar Japan.

Martin Feldstein raised some questions. If the Japanese hide some of
their assets for tax purposes using the Maruyu system, how honestly do
they report the data in the survey used in Hayashi's article? How does the
pattern of growth affect saving in the life-cycle hypothesis? What is the
reason for the decline in national saving in Japan? For what purpose do
Japanese accumulate bequests on the scale suggested by Hayashi?

Stephen Zeldes commented that the economy may exhibit altruistic
characteristics even if' not all of each bequest is intentional. He also
pointed out that the current account deficit in Japan in the 1960s was
consistent with an economy having effectively an infinite horizon: the
low capital-output ratio in Japan meant that investment was highly prof-
itable, so that investment may have driven the current account.

Paul Romer asked how one can reconcile the existence of systematic
government transfers from the young to the old with the altruistic dy-
nastic family view.
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Efficiency Wage Theories:
A Partial Evaluation

1. Introduction
The question of why unemployed workers are unable to bid down the
wages of seemingly comparable employed workers and gain jobs has
long perplexed economists. A burgeoning literature on efficiency wage
theories suggests that the answer may lie in the negative incentive effects
of low wages. The basic efficiency wage hypothesis states that workers'
productivities depend positively on their wages. If this is the case, firms
may find it profitable to pay wages in excess of market clearing. This is
possible because the wage that minimizes a firm's labor costs per effi-
ciency unit of labor may not be the wage that clears the labor market.
Employers may be quite reluctant to cut wages, even in the presence
of an excess supply of labor, since reducing wages may actually lower
productivity more than proportionately and increase labor costs. Equi-
librium can therefore be consistent with persistent involuntary unem-
ployment in some versions of these models.'

A variety of conceptually distinct, although potentially complemen-
tary, explanations for the direct relationship between wages and pro-
ductivity have been analyzed in the literature. These approaches are
based on the potential benefits to the firm of higher wages: increased

1. If efficiency wage considerations are equally important in all sectors of the economy,
involuntary unemployment can arise—similar workers being treated differenfly—some
employed and others unemployed and the unemployed preferring to be employed. If
efficiency wage problems are not important in some sectors, jobs may always be avail-
able there. Jobs in the efficiency wage sector will stifi be rationed and offer a positive
utility differential. Equivalent workers are treated differently even if there are always
some (typically low-quality) jobs available. Unemployment may result from workers
searching and waiting for the better, rationed jobs. See Mookherjee (1984b) for an inter-
esting discussion of alternative concepts of involuntary unemployment.
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effort level and reduced shirking by employees; lower turnover costs; a
higher-quality labor force; and improved morale, more easily facilitated
teamwork, and greater feelings of loyalty by workers to the firm. These
economic gains to an employer of high-wage policies have long been
stressed by institutional labor economists (Dunlop 1985; Reynolds 1978,
chapter 9).

Alternative rationales for the payment of noncompetitive wage pre-
miums relate to the presence of unions or threat of collective action by
workers. Firms may find it profitable to pay greater than competitive
wages to unionized workers to maintain industrial peace.2 Industrial re-
lations and human resource specialists and institutional economists
have long argued that nonunion firms often pay higher wages than nec-
essary to attract qualified labor for the purpose of avoiding unioniza-
tion.3 Dickens (1986) develops a model of the impact of the threat of
collective action by workers on wages and employment which closely re-
sembles efficiency wage models.

Efficiency wage models have been advanced in recent literature as
providing a coherent explanation of normal unemployment. Some
thors have even argued that these theories provide solid microfounda-
tions for Keynesian propositions concerning the importance of wage
rigidity and the existence of cyclically varying levels of involuntary un-
employment.4 Efficiency wage considerations also provide a potential ex-
planation for large and persistent "noncoinpetitive" wage differentials
across firms and industries for workers with similar productive charac-
teristics. Bulow and Summers (1986) argue that wage differentials arising
from efficiency wage reasons may provide a justification for trade and
industrial policies designed to protect and subsidize sectors with high-
wage jobs.

In this article, I survey recent developments in the efficiency wage lit-
erature and discuss theoretical and practical shortcomings of the models.5

2. Freeman and Medoff (1981) and Lewis (1982) provide detailed surveys of empirical stud-
ies of union relative wage impacts.

3. Foullces (1980) presents numerous examples of large nonunion firms that maintain high
wages as part of explicit union avoidance strategies. Freeman and Medoff (1984, chap-
ter 10) provide a detailed discussion of the effects of unionization on nonárganized labor•5
in the United States.

4. See, for example, Akerlof and Yellen (1984), Bulow and Summers (1986), Jones (1985),
Stiglitz (1984), and Yellen (1984).

5. Stiglitz (1984) compares and contrasts the implicit contract and the efficiency wage theo-
retical literatures. Akerlof and Yellen (1984), Calvo (1979), and Yellen (1984) present ex-
cellent surveys of work on efficiency wage models. This article differs from earlier
surveys in that it discusses new developments in the literature, analyzes the similarities
of efficiency wage and union threat effect models, and focuses more explicitly on em-
pirical evidence that can help in determining the consistency of the predictions of effi-
ciency wage models with actual labor market behavior.



Efficiency Wage 237

I review a wide variety of empirical evidence on wage patterns and cy-
clical properties of labor markets. The consistency of the models with
this evidence helps provide a partial evaluation of the usefulness of the
efficiency wage approach.

The paper is organized as follows. Section 2 presents a rudimentary
efficiency wage model and discusses some of the basic implications of
the efficiency wage hypothesis. Alternative models with efficiency wage
structures, their empirical predictions, and theoretical shortcomings are
analyzed in section 3. Efficiency wage models in which firms are as-
sumed to be able to utilize only simple wage schemes as compensation
mechanisms are shown to be capable of generating a number of impor-
tant labor market phenomena including involuntary unemployment,
dual (segmented) labor markets, and wage distributions for workers
with identical productive characteristics. The same problems, such as
the inability of firms to monitor worker performance costlessly and
costly turnover, that give rise to efficiency wage payments above the mar-
ket clearing level create incentives for the use of alternative incentive de-
vices and the development of internal labor markets and long-term
contractual relationships in the labor market. Alternative forms of la-
bor contracts, typically involving the posting of performance bonds, can
eliminate the job rationing that arises in versions of the models in which
firms are limited to the use of simple wage policies. Practical problems
arising from capital market imperfections and moral hazard problems on
the part of firms may limit the potential for alternative compensation ar-
rangements to eliminate efficiency wage problems.

A wide variety of evidence on interindustry wage differences is ana-
lyzed in section 4. Efficiency wage models make strong predictions con-
cerning the existence of wage differentials arising from differences across
industries in the wage-productivity relationship. Important systematic
wage differentials across industries do not appear to be easily explained
by the standard competitive rationales of differences in labor quality,
compensating differentials, or transitory disturbances. Although no
single efficiency wage model seems consistent with all the facts, effi-
ciency wage models do appear useful in explaining the observed pattern
of wage differentials. The consistency of efficiency wage theories with
evidence on the cyclical behavior of labor markets and on labor market
discrimination is also discussed in section 4.

Section 5 discusses the mechanisms through which efficiency wage
models may help explain wage rigidity and cyclical fluctuations. The
models explain why firms may not lose much if they fail to adjust wages
to shocks. The addition of small costs of changing prices and wages, as
emphasized by Mankiw (1985) and Blanchard and Kiyotaki (1985), or of
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near-rational inertial behavior, as analyzed by Akerlof and Yellen (1985a,
1985b), to efficiency wage models leads to a potential model of cyclical
fluctuations in response to aggregate demand movements. Concluding
remarks concerning the usefulness of the efficiency wage approach are
presented in section 6.

2. The Basic Efficiency Wage Hypothesis
Some of the primary implications of efficiency wage models can be il-
luminated in a simple model in which a worker's physical health and
therefore productivity is assumed to depend positively on the real wage
paid. This formulation was advanced by Leibenstein (1957) to highlight
the linkages among wages, nutrition, and health in less-developed coun-
tries. Firms, in this context, get healthier, more productive workers if
they pay higher wages. Solow (1979) formulates a formally similar model
for developed economies in which increased wages improve morale and
thus directly affect productivity through an increase in worker effort.

Following Yellen (1984), I consider an economy with identical, per-
fectly competitive firms, each possessing a short-run production func-
tion of the form Q = aF(e(w)L) where e is the effort (or efficiency) level
of a worker, L is the number of employees, w is the real wage, a is a pro-
ductivity shifter, and Q is output. The price of output is taken to be the
numeraire. All workers are assumed to have identical wage-productivity
relationships of the form e(w) with e' > 0, e(0) � 0, and the elasticity
of e(w) with respect to w declining in w.6

A profit-maximizing firm, able to hire all the labor it wants at the wage
it chooses to offer, solves the following problem:

max aF(e(w)L) — wL (1)
w,L

The solution to the problem yields

eP(w*)w*/e(w*) = 1 (2)

and

e(w*)aFr(e(w*)L) = (3)

6. Akerlof and Yellen (1984) provide economic interpretations of these conditions required
on the e(w) function for a sensible solution to the firm's maximization problem.

L
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The optimal wage satisfies the condition that the elasticity of effort
with respect to the wage is unity. The wage is known as the efficiency
wage since it minimizes wage costs per efficiency unit of labor. Each firm
hires labor up to the point where its marginal product equals

If the aggregate demand for labor falls short of the aggregate labor
supply at equilibrium will entail involuntary unemployment. Unem-
ployed workers will strictly prefer to work at rather than be unem-,
ployed, but firms will have no incentive to hire them at that wage or to
lower wages. This simple version of the efficiency wage hypothesis can
explain equilibrium involuntary unemployment. Real-wage rigidity also
arises in this model. Changes in relative price to the firm or productivity
shocks (shifts in a) do not affect the efficiency wage but lead to al-
terations in the level of employment.7

The simple efficiency wage model can easily be extended to provide
potential rationales for wage differentials among workers with identical
characteristics and the existence of dual labor markets. If the linkages
between wages and effort differ across firms, then the optimal wage will
differ across firms and a distribution of wages for workers with identical
characteristics can arise in equilibrium. These wage differentials are not
compensating differences for nonpecuniary aspects of work that directly
affect workers' welfare. Dual labor markets of the type described by
Doeringer and Piore (1971) can also arise if the wage-productivity rela-
tionship is more important in some sectors than in others. High wages
and job rationing can arise in the sector where efficiency wage considera-
tions are salient, while the secondary sector, where efficiency wage con-
siderations are less important, acts as a competitive labor market.

The alternative efficiency wage models examined in the next sec-
tion provide more explicit microeconomic foundations for the wage-
productivity relationship in developed economies. A direct derivation of
the wage-productivity relationship from assumptions concerning tastes,
technology, and information structure is necessary to analyze the wel-
fare implications of unemployment and labor market segmentation in
these models.

7. Solow (1979) shows that wage rigidity of this type only arises when the real wage enters
the production function in a labor-augmenting way. A general short-run production
function of the form Q = F(w,L) need not generate real wage rigidity with respect to
these types of shocks.
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Variations on the Efficiency Wage Theme
3.1. THE SHIRKING MODEL

3.1.1. The Basic Approach and Implications Employers typically have only
imperfect information concerning the behavior of workers on the job.
The supervision and monitoring of worker actions is costly. The punish-
ments for substandard employee performance available to a firm are
typically limited by legal constraints and social custom. Firms can sus-
pend, demote, or fire an employee for inadequate performance or mis-
behavior, but imprisonment, physical torture, direct cash fines, or resort
to tort or contract law for redress are simply not available options for
many forms of worker malfeasance.

Under these conditions, employers must find mechanisms to elicit
adequate effort from their employees. Piece rates and other direct pay-
for-performance compensation schemes are often expensive to operate
or impracticable since it may be difficult to observe an individual em-
ployee's contributions.8 Firms may find it profitable in this situation to•
raise wages above the opportunity costs of workers. By increasing wages,
firms raise the cost of job loss and encourage workers to put forth ade-
quate effort. When workers are paid wages above their opportunity costs,
they value their jobs, and the threat of termination for detected loafing
creates an incentive for workers not to shirk. Models in which the need
of firms to elicit effort from their workers can lead to the payment of
wages in excess of market clearing and generate equilibrium involuntary
unemployment have recently been examined by Bowles (1985), Bülow
and Summers (1986), Calvo (1979, 1985), Calvo and Wellisz (1978), Eaton
and White (1982, 1983), Foster and Wan (1984), Gintis and Ishikawa
(1983), Jones (1985), Shapiro and Stiglitz (1984), and Stoft (1982).

In the Shapiro and Stiglitz (1984) version of the model, firms can only
imperfectly monitor their workers' job performance, and workers make a
discrete choice of whether to work or shirk. Workers and firms are as-
sumed to be homogeneous. If all firms pay the same market clearing.
wage, there is full employment and no cost to shirking since workers, if
fired, can immediately find another job at the same wage. This strong
result of no costs of shirking requires no job switching or search costs
and no adverse reputational effects on workers in the labor market if
they develop a poor employment history. The homogeneous workers' as-
sumption eliminates reputational effects on workers because all workers
are assumed to act the same given the same incentives. If effort is costly,
all workers shirk under these full-employment conditions. Thus it pays

8. Lazear (1983) and Pencavel (1977a) analyze the major issues arising in the choice of a
piece rate as opposed to a salary or time-rate compensation system.
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each firm to increase its wage to eliminate shirking. When all firms do
this, the average wage rises and employment is reduced. In equilibrium,
all firms pay a wage above the market clearing level, creating unemploy-
ment. Since jobs are scarce and rationed, the loss of a job can involve a
lengthy spell of unemployment. The reserve army of the unemployed
acts as a discipline device making shirking costly. Although some unem-
ployment is optimal in this model since it plays a required role in creat-
ing work incentives, Shapiro and Stiglitz show that the equilibrium
unemployment rate is not Pareto optimal.9 Equilibrium unemployment is
involuntary in this model since identical workers are treated differently
and since the unemployed strictly prefer to be employed.

The shirking model postulates a variety of factors that affect the firm's
ability to extract effort from workers and consequently yields some po-
tentially testable predictions concerning the nature of wage differentials
and unemployment. Firms should pay higher wages to a given quality
worker where monitoring is costly or difficult so that the probability of
detecting shirking is low. Higher wages may be required for positions in
which poor employee performance can cause a great deal of damage. In
fact, the job evaluation systems used in the design and maintenance of
wage structures in many industries rate positions on a responsibility fac-
tor that is directly related to the probable damage that could be caused by
improper job performance (Milkovich and Newman 1984). Workers in
positions of trust and responsibility should receive wage premiums
(Eaton and White 1982). The value to a worker of keeping a job is re-
duced if the likelihood of a future separation is great. This means firms
with monitoring difficulties should avoid hiring workers from groups be-
lieved to exhibit high turnover and should attempt to maintain long-term
employment relationships, perhaps through the use of work sharing or a
layoff-recall process to deal with temporary downturns. Increased vari-
ability in labor demand across sectors (greater sectoral shift activity) di-
rectly increases unemployment through more separations to facilitate
labor reallocation and indirectly raises the structural unemployment rate
by requiring firms to pay higher wages to prevent shirking since it in-
duces a greater likelihood of a future separation.'0

9. The market equilibrium is generally not efficient since firms fail to adequately take into
account the impacts of their wage and monitoring levels on the policies other firms must
utilize to prevent shirking by employees (Shapiro and Stiglitz 1984, 1985).

10. Bulow and Summers (1986) analyze the impact of sectoral declines on wages and
employment in a standard shirking model. Lilien (1982) presents evidence which he
interprets as indicating that sectoral shifts are the main contributor to cyclical unem-
ployment fluctuations in the postwar United States. Abraham and Katz (1986) show
that his evidence is consistent with standard single-factor (or aggregate-demand-
driven) business cycle models. Topel and Weiss (1985) argue that increased sectoral un-
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The expected income from unemployment affects the wage needed
to induce proper worker behavior. A higher unemployment insurance
benefit raises the required wage and reduces employment. A higher un-
employment rate and hence longer expected duration of unemployment
for a worker fired for shirking reduces the needed wage. Finally, the level
of wages offered by other firms affects the prospects of a discharged
worker. The model suggests firms should be concerned with their posi-
tion in the wage hierarchy (Bulow and Summers 1986).

3.1.2. Segmented Labor Markets The shirking model also provides a ra-
tionale for dual labor markets with a utility differential for similar work-
ers across the primary and secondary sectors and rationing of primary
sector jobs. The dual labor market hypothesis states that the labor market
can be roughly divided into a primary sector that offers jobs character-
ized by high wages and internal labor markets and a secondary sector
that offers low-paying, menial jobs with little room for advancement
(Doeringer and Piore 1971).

Dickens and Lang (1985a, 1985b) find in two different micro data sets
that the estimation of a switching model of wage determination with un-
known regimes yields two distinct wage equations. The two equations
closely resemble the predictions of dual market theory for the character-
istics of earning functions in the primary and secondary sectors. The
equation with which most workers are associated yields significant re-
turns to experience and education. The other equation indicates little or
no return from human capital variables. The estimation technique allows
the simultaneous determination of the probability of each worker's at-
tachment to each sector and each sector's earnings equation. The proce-
dure allows a hypothesis test that can be interpreted as a test of the
rationing of primary sector jobs. Their results indicate the presence of
some job rationing (particularly for minority workers).

The basic objection to the dual labor market approach is based on the
argument that if secondary workers envy primary workers and are as
productive, then primary sector wages should be bid down to clear the
market. One possibility is that wage differences across the sectors reflect
unmeasured worker quality differences. Alternatively, the shirking model
provides a coherent explanation for dual markets with job rationing of
"good" primary jobs even in an economy populated by homogeneous
workers.

certainty can explain the increase in the average (or natural) rate of unemployment in
the United States since the mid-1970s. Altonji and Ham (1985) survey recent empirical
work on sectoral shifts and unemployment.
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Bulow and Summers (1986) and Jones (1985) analyze versions of the
shirking model m which the detection of shirkers is difficult in one sec-
tor of the economy (the primary sector) and monitoring is costless in the
other sector (the secondary sector). This roughly fits the empirical obser-
vation that the typical primary job entails a fair degree of responsibility
and independent action on the part of the employee, while most second-
ary jobs involve assignments that are more easily supervised. Efficiency
wages above market clearing arise in the primary sector, creating a utility
differential between primary and secondary jobs that creates a cost to
loss of a primary sector job.1'

Wait unemployment (as in Hall 1975) can be generated if it is easier to
get a primary sector job out of unemployment than out of the secondary
sector and workers line up for primary sector jobs. This is likely if a his-
tory of secondary sector employment is a bad signal to primary sector
employers. Workers with values of leisure greater than the secondary
sector wage but lower than the primary sector wage may also enter un-
employment to line up for primary sector vacancies. Wage differentials
arising from differences in monitoring difficulties across firms create in-
centives for search unemployment.

Internal labor markets with internal promotion ladders are likely to
arise in the primary sector to maintain long-term employment relation-
ships. The development of internal labor markets and deferred payment
schemes to induce effort in the primary sector may obviate the need for
the use of efficiency wages with banishment to the secondary sector or
unemployment as incentive devices. This type of alternative means to
motivate workers is a basic difficulty with the efficiency wage models.

3.1.3. Objections to the Shirking Model: The Bonding Critique The predic-
tions of the shirking model concerning job rationing and involuntary un-
employment arise from the dual economic functions performed by the
wage. The wage serves both to allocate labor and to provide incentives
for adequate employee performance (Shapiro and Stiglitz 1984). The pri-
mary objection to the shirking model is that firms have other methods to
enforce employee discipline in a more efficient manner than the use of a
high wage plus threat of dismissal.

A variety of labor market bonding mechanisms can potentially elimi-
nate the need for unemployment as a worker discipline device. One di-
rect method is for workers to post performance bonds at the time of
hiring that would be forfeited if they were caught shirking. Alternatively,

11. Bulow and Summers (1986) discuss the implications for industrial policy, trade policy,
and antidiscrimination policy of the noncompetitive wage differentials arising in this
shirking model.
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firms can pay efficiency wages but charge workers an employment (or
"entrance") fee (Becker and Stigler 1974). If firms use high wages to
reduce incentives for workers to shirk or steal, unemployed workers
should be willing to pay entrance fees or post bonds to gain employment
at these firms. The threat of forfeiting a bond or paying a new employ-
ment fee to gain employment can create work incentives and enable the
market for jobs to clear, thus eliminating involuntary unemployment.

Instances of workers posting direct performance bonds or purchas-
ing their jobs are rare, although not entirely unknown. Employment
arrangements that may implicitly perform bonding functions such as
upward sloping age-earnings proffies, pensions and other deferred com-
pensation schemes, and internal promotion ladders are observed in a
large segment (the primary sector) of the labor market. These mecha-
nisms appear in large establishments where monitoring problems are
likely to be important. Lazear (1979, 1981) demonstrates that seniority
wage systems in which workers post a bond against cheating by accept-
ing wages below their marginal product initially and have it returned in
the form of wages above the value of their marginal product later in their
careers or in the form of a pension upon retirement can solve the effort
elicitation problem. If workers are unable to post upfront bonds upon
taking a job (pay an employment fee), optimal deferred payment schemes
are likely to involve an efficiency wage premium above the market clear-
ing level (Akerlof and Katz 1986).

Practical objections arise to the use of complete bonding schemes in
the labor market. In the first place, workers, particularly early in their
working lives, face capital market constraints and lack the liquidity re-
quired to post large bonds. If the probability of detecting shirking is low,
the required bond or employment fee may be substantial. Carmichael
(1985) argues that even if capital markets are imperfect, firms can charge
a fee sufficient to make the expected utility of the job offer equal to the
value of workers' reservation wages. Although this may eliminate the di-
rectly involuntary nature of unemployment, it does not lead to an effi-
cient level of unemployment (Shapiro and Stiglitz 1985).

Since independent verification of detected shirking is difficult, firms
have an incentive to say falsely that workers are shirking and claim the
bonds; firms may collect employment fees and then dismiss workers. The
finn's concern for its reputation as an employer may be able to overcome
this problem (Lazear 1979, 1981). The difficulty of potential workers
in verifying the honesty of a firm's behavior means that the reputation
mechanism is quite fragile and may be a far-frbm-perfect enforcement
mechanism (Kreps 1984). The likeithood of firm default on the bond can
be reduced if the firm does not expect to gain from falsely claiming that
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the worker is shirking. For example, if the firm claims that a worker has
shirked and discharges him or her, itis possible for the bond to be paid
to a third party instead of to the firm. The worker is disciplined and
the firm does not gain from cheating. We do not see the direct use of
third-party systems like this in practice. Carmichael (1983) argues that
seniority promotion rules with a fixed wage hierarchy can play this role.
Additionally, tournament schemes (Bhattacharya 1983, Malcoimson 1984)
may permit the firm to commit itself to a wage plan that creates the
proper incentives for workers.

Reputational considerations are likely to be important precisely for the
large, visible employers, such as IBM or General Motors, that provide
high-paying, primary sector jobs. These large firms offer exactly the type
of jobs that the shirking model indicates should pay efficiency wages and
be rationed. Smaller, less visible secondary firms that may not stay in
business long are unlikely to be able to get workers who will trust them
not to renege on agreements concerning deferred compensation. Thus,
the implication of considering possible bonding mechanisms and where
they may be effective is that the secondary sector needs to pay efficiency
wages while the primary sector can utilize deferred payments to reduce
the required efficiency wage premiums. This unrealistic prediction of
the model suggests that further work must be done on why full bonding
schemes are not practicable for visible employers quite likely to value
their reputations for keeping (implicit) promises to their employees.

If capital markets were perfect and third-party verification of shirking
always possible, firms would spend next to nothing on raising the proba-
bility of detecting shirking and demand large bonds since monitoring is
costly and the posting of bonds would be costless under these circum-
stances (Becker and Stigler 1974; Dickens, Katz, and Lang 1986). The em-
pirical observation that firms devote substantial resources to monitoring
workers suggests that a full bonding solution to the shirking problem is
unattainable.12 Thus, firms must be choosing one or both of two second-
best alternatives to bonding: monitoring workers intensively or paying
efficiency wages. The likely outcome is that firms utilize bonds to the ex-

12. Dickens, Katz, and Lang (1986) analyze these issues in far more detail. A caveat to this
argument is that firms may monitor workers for reasons other than preventing shirk-
ing. Monitoring and supervision may be a way for firms to prevent costly, but honest,
mistakes by workers. Monitoring may also help firms sort heterogeneous workers into
tasks for which they are best suited. If firms cannot prevent mistakes and sometimes
fire workers who were not actually cheating (make type II errors) and if workers are
risk-averse, the firm may find it optimal to expend resources on monitoring to reduce
the required bond and the wage differential needed to compensate workers for mis-
taken appropriations of their bonds. This is really a variation on the theme that third-
party verification of detected shirking is not possible.
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tent possible, and then choose the optimal combination of efficiency
wages and monitoring required to prevent shirking in the presence of
limited bonding ability.

Lazear (1979) argues that the existence and observed pattern of man-
datory retirement provisions indicates that some bonding must be utilized
in the labor market. Adverse selection problems provide an alternative
rationale for the use of mandatory retirement policies. If individual per-
formance is hard to observe, wage cuts for older workers may lead to the
better workers moving to other jobs and the "lemons" remaining. Addi-
tionally, Medoff and Abraham (1980) provide evidence that experience-
earnings and tenure-earnings proffles cannot be fully accounted for by
rising productivity. The typical finding in cross-section wage equation
estimates of a positive effect of years of tenure at current job (seniority)
on earnings is often pointed to as evidence of these types of bonding
arrangements, - especially taken in conjunction with the Medoff and
Abraham evidence. These estimates merely show that workers who have
been ort a given job for a longer period of time earn higher wages. This
may reflect returns to seniority beyond those to general labor market ex-
perience as in the bonding stories, or it may reflect the fact that workers
in good jobs or good matches earn higher wages throughout their job
tenure and are less likely to quit these valuable jobs (Abraham and
Farber 1986, Altonji and Shakotko 1985). Alternatively, better workers
may earn more throughout their careers and have greater job tenure in
any given cross-section since they may tend to be more stable. Neverthe-
less, pensions may be the primary labor force bonding mechanisms. Ip-
polito (1985) presents evidence indicating the importance of bonding
through pensions. -

Practical limitations on the use of alternative incentive mechanisms
suggest that high wages and involuntary unemployment may be a profit-
able discipline device. However, the limitations on bonding devices
appear least important in exactly the type of jobs the model predicts
should pay efficiency wages (jobs in large, primary sector firms).

3.2. THE LABOR TURNOVER MODEL

Workers are likely to be more reluctant to quit a job the higher the (rela-
tive) wage paid by the current firm and the worse the prospects in the
external labor market (e.g., the higher the aggregate unemployment
rate). If firms must bear part of the costs of turnover and if quit rates are a
decreasing function of wages paid, firms have an incentive to pay high
wages to reduce costly labor turnover. Salop (1979) and Stiglitz -(1974,
1985) formally analyze models based on these features. The formal struc-
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ture of the labor turnover model is quite similar to that of the shirking
model. Firms' attempts to pay high relative wages to minimize turnover
costs can lead to an equilibrium with wages in excess of market dearing
and involuntary unemployment serving to reduce quit rates.

The market failure in this model arises, as in the shirking model,
because. of the dual role played by the wage. The same wage is unable
simultaneously to clear the market for new hires and the market for
trained workers (Salop 1979). A seniority wage system in which new
workers accept initial lower wages below their marginal product to pay
for their training and hiring costs can solve the problem and eliminate
involuntary unemployment. If training and hiring costs are large and are
concentrated in a short initial period, employment or application fees
need to be levied on new workers. Firms do not have an incentive to in-
duce workers to quit if training must actually be provided or hiring costs
entailed. Thus, the moral hazard problem on the firm's side is not as se-
rious as in the shirking model. Capital market imperfections may make
the payment of large fees impractical. Salop (1979) and Stiglitz (1984)
point out that risk-averse workers are unlikely to be willing to post bonds
and bear the risk of being unsuited to a job. These considerations indi-
cate that it is realistic to assume that firms must bear part of the costs
of turnover.

The model predicts that high wages will be found where hiring and
training costs are formidable. These wage premiums should be asso-
ciated with lower turnover rates. Stiglitz (1985) shows that the model
provides an explanation for wage distributions within an industry for
similar workers. Equally profitable high wage—low turnover and low
wage—high turnover strategies can coexist for identical firms and work-
ers for certain types of quit functions.'3

3.3. THE ADVERSE SELECTION MODEL

Imperfect information by firms about the abilities of workers may pro-
vide a selection rationale for efficiency wage payments. If workers are
heterogeneous in ability and if ability and reservation wages are posi-
tively correlated, firms that offer higher wages will attract higher-quality
job applicants. If firms cannot observe applicant quality and lack devices
to induce workers to reveal their true abilities, random hiring from the
applicant pooi must be done. A higher wage increases the expected abil-
ity of a worker hired randomly from the applicant pool. A wage above
the market clearing level may minimize costs per efficiency unit of labor

13. See Stiglitz (1985) for a formal discussion.
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under these circumstances (Stiglitz 1976, Weiss 1980). Institutional,
legal, or sociological constraints preventing firms from differentiating
wages across workers with different productive characteristics can lead
to similar results.14

A basic objection to the model is that firms are likely to eventually
learn a worker's In this case, performance bonds can solve the ad-
verse selection problem. The same moral hazard problem on the part of
firms and capital market imperfections that limit the use of bonding for
shirking problems apply in this context as well. If firms can measure per-
formance on the job, pay-for-performance schemes eliminate the prob-
lem. Employment contracts with self-selection incentives (nonlinear
wage-employment contracts) can also potentially ease adverse selection
problems (Mookherjee 1984a).

3.4. SOCIOLOGICAL MODELS

Workers' effort levels may significantly depend on the extent to which
they feel they are being treated fairly by their employers. The perceived
justness of the wage may affect worker productivity if effort levels are
linked to worker morale and feelings of loyalty to the firm.15 Akerlof
(1982, 1984) and Solow (1979) argue that wage rigidity in the face of un-
employment may be due to the importance of social wage norms and
other behavior not well captured by traditional individualistic utility
functions. Akerlof (1984) discusses evidence from sociological studies
indicating that a worker's effort level depends on the norms of his or her
work group (peer pressure) and posits a number of sociologically based
models with efficiency wage implications. Akerlof (1982) develops a
model in which firms can raise group work norms by offering wages
above the level necessary to attract a labor force. The firm's "gift" of high
wages is rewarded by the "gift" of improved work norms and increased
individual effort. Wages in excess of market clearing may be the outcome
when wages play a dual role of both allocating labor across firms and of
satisfying interpersonal and intertemporal wage norms that matter for
worker performance.

Most firms pay careful attention to the perceived fairness and con-
sistency of their internal wage structures. Doeringer and Piore (1971)
find that firms devote far more resources to and place more weight in,

14. The standard rate wage policies favored by many unions provide an example. Brown
(1985) presents evidence on the prevalence and analyzes the implications of such
policies.

15. Pencavel (197Th) presents an interesting analysis of the causes and effects of worker
morale with an empirical application to British coal mining.
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their wage policies on job evaluation programs designed to maintain or
justify their internal wage structures than to market wage surveys used
to keep wages in line with those of product or labor-market, competitors.
Richard Wing (1984, pp. 9—18), a former compensation director at East-
man Kodak, notes that "there is always some degree of conflict between
internal and external pay equity. The position taken by most salary ad-
ministrators is that internal relationships should be given first priority,
and external pay relationships for certain jobs must be compromised on
occasion." If certain wage relationships matter to a firm's work force, it is
in the firm's interest to take those considerations into account.

The sociological models indicate that efficiency wages are likely to
arise where work groups and teamwork are important. These models
may also explain the direct impact of product market factors and the
firm's "ability-to-pay" on wages. Worker morale and loyalty and conse-
quently productivity may depend on the extent to which the firm shares
its rents with its employees.

3.5. THE UNION THREAT MODEL

Firms are likely to face important diseconomies of scale in the hiring and
training of workers. If there are costs to job search or relocation, a firm
may have to increase its wage offer or reduce the quality of accepted ap-
plicants to replace a large number of workers quickly. If only a few work-
ers leave a firm, their coworkers are likely to have overlapping firm- and
job-specific knowledge and be able to train replacements. When many
workers quit more or less at once, more valuable knowledge is lost per
worker and no one may be left who is capable of training replacement
employees. Since the costs of turnover to the firm rise rapidly as the
number of workers needing to be replaced in a given interval increases,
collective action can provide workers with more bargaining power than
they have acting individually. Social norms, such as the willingness of
customers and suppliers to boycott a struck firm, may in many settings
prevent firms from doing business even if they can replace workers who
attempt to act collectively. Collective action by workers may enable them
to shut a business down. This bargaining power can potentially be used
by workers to claim for themselves some part of the monopoly rents
earned by an enterprise and (in the short run) a share of the returns on
the fixed assets.

Dickens (1986) analyzes the effect of the threat of collective action by
workers on wages and employment on firms that attempt to avoid collec-
tive bargaining with their employees (i.e., attempt to keep a union out).
A firm can avoid unionization in the model by choosing wages and em-
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ployment so that no coalition greater than or equal to a fixed fraction
of the work force (in U.S. labor law a majority) can be formed around
a feasible union contract. The organization of a union is assumed (real-
istically) to be costly to the work force. A firm can prevent collective ac-
tion by paying its workers a wage as high as they would receive under a
collective bargaining agreement minus the cost to the workers of or-
ganizing. Foulkes (1980) provides many examples of nonunion firms that
try to keep wages close to the union wage level for comparable jobs.
Dickens shows that the threat of collective action can explain why unem-
ployed workers cannot bid down a firm's wages.16 Unemployed workers
who are hired and paid a lower wage will attempt to organize collec-
tively. Firms may find it profitable to pay wages above the market clear-
ing level to try to prevent unionization. Thus, the model can lead to job
rationing and unemployment in a manner similar to efficiency wage
models. The evidence presented by Ruback and. Zimmerman (1984) that
union organization drives reduce a firm's stock price and Freeman (1983)
that unions are associated with lower profitability provides a strong ra-
tionale for firms to develop labor relations policies that help maintain a
nonunion environment.

Firms may be able to avoid unionization in manners other than paying
high wages. One possibility is the posting of a bond that is forfeited if
a worker is involved in union activity. Jacoby (1983) notes that some
firms in the late nineteenth century withheld some of workers' earnings.
These withheld earnings were forfeited if workers went on strike. If a
union were formed, the firm might extract the return of the bonds. Firms
could also require workers to sign contracts barring them from engaging
in collective action as a condition of employment. So-called yellow-dog
contracts are not now enforceable in the United States.

The union threat model predicts that wage premiums should arise
where the costs of organization are low for workers and where the po-
tential gains from unionization are high. Product market power (larger
monopoly rents per worker) and high capital/labor ratios increase the
potential gains from collective action and should be associated with
higher union wages and higher wages of nonunion workers with a cred-
ible threat to organize. Dickens (1986) provides a number of arguments
within the framework of the model for the stability of real or nominal
wages over the business cycle. International differences in labor law and
the potential threat of unionization provide important identifying infor-

16. The "insider-outsider" theories of unemployment developed by Lindbeck and Snower
(1984) and Solow (1985) also generate job rationing outcomes from the bargaining
power of "insiders" (incumbent employees).
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mation for the possible importance of collective action threats asa cause
of unemployment and wage rigidity.

3.6. SUMMARY

There are several plausible explanations why firms may find it in their
interest to pay wages in excess of market clearing. The mechanisms un-
derlying these alternative efficiency wage theories are summarized in
table 1. These models appear capable of explaining persistent involun-
tary unemployment, segmented labor markets, and wage differentials
for similar workers that are not equalizing differences. The use of de-
ferred payment schemes and internal promotion ladders within long-
term employment relationships may be able to solve some efficiency
wage problems without resort to job rationing. The empirical relevance
of efficiency wage theories is examined in more detail in the next section.

Table 1 A SYNOPSIS OF ALTERNATIVE EFFICIENCY WAGE THEORIES

Theory
Problems leading to

efficiency wage payments
Benefits to firm
of high wages

Shirking Imperfect observability
of worker effort level
and performance; moni-
toting is costly

Raise cost of job loss
encouraging good per-
formance; economize
on monitoring costs

Turnover Firms must bear part of
turnover costs (hiring
and training costs)

High wages reduce
turnover costs if quit
rate is decreasing func-
tion of wages

Adverse
selection

Imperfect observability
of worker quality and
performance

Attract higher quality
pool of applicants if
more productive work-
ers have better outside
opportunities

Sociological Morale and worker feel-
ings of loyalty to firm
depend on perceived
fairness of wages

Improved work norms,
morale, feelings of by-
alty to firms which
raise productivity

Union threat Costs of replacing exist-
ing workforce gives
employees bargaining
power

Maintain industrial
peace or prevent I

unionization
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4. Some Empirical Evidence Relating to the Usefulness
of the Approach
4.1. INTERINDUSTRY WAGE DIFFERENCES

4.1.1. Some Implications of Efficiency Wage Models for Wage Different It
has long been noted that there are large differences in wages across in-
dustries for apparently similar work. Substantial industry wage differ-
entials remain even after controlling for union status and observed
worker and job characteristics (Bloch and Kuskin 1978, Dickens and Katz
1986, Krueger and Summers 1986, among others). In fact, large wage dif-
ferences for essentially the same type of work in the same locality have
invariably been uncovered by area wage surveys. Slichter (1950) observes
that hiring rates paid for common labor by 85 plants in Cleveland in Feb-
ruary 1947 ranged from $0.50 to $1.09 an hour. He notes that this spread
persisted despite the fact that rates had been compiled and distributed
to firms throughout the city by the Cleveland Chamber of Commerce for
over twenty years. John Dunlop (1985, p. 18) summarizes the typical
finding of studies of local wage variation: "It is a well-established fact
that wage rates or average hourly earnings for a defined job classifica-
tion, such as maintenance electrician or key punch operator, show very
wide variation in a locality, particularly in a community with a variety of
industries. The top wage rates for the same job classification are often
two or three times the low ones. Differences in fringe benefit programs
enlarge these differences." These wage differentials provide an empirical

• chalienge to alternative labor market models. The ability of competitive
and efficiency wage models of the labor market to meet this challenge is
the focus of this section, which draws heavily upon the review and
analysis presented in Dickens and Katz (1986).

A standard competitive labor market model implies that persistent in-
dustry wage premiums require industry-related differences in labor

• quality (skill) or nonwage dimensions of work requiring equalizing dif-
ferences. Reder (1962, p. 276) summarizes these predictions as follows:
"In the long run, under competitive conditions, any industry will pay
the same price for a given grade of labor as any other industry hiring in
the same location. This remark must be qualified for differences in non-
pecuniary attractions of different industries and locations. . . There-
fore, in the long run, the real wage differentials among industries will
reflect differences in the skill mix." Alternatively, industry wage differ-
ences at any given time for similar work may reflect transitory differ-
entials related to shifts in labor demand across sectors and imperfect
short-run labor mobility.

On the other hand, a basic implication of efficiency wage models is



Efficiency Wage 253

that if the conditions necessitating efficiency wage payments differ across
industries, then the optimal wage will differ among industries. This
means that workers with identical productive characteristics are paid dif-
ferently depending on their industry affiliation. These wage differences
for similar workers reflect industry characteristics that do not directly
affect the utility of workers and thus do not require compensating differ-
entials. Intra-industry wage distributions for similar workers may arise
from differences in the wage-productivity relationship across firms in
an industry.

Each variant of the efficiency wage hypothesis potentially predicts
that particular industry and firm characteristics should be associated
with industry wage premiums. The shirking model leads to the predic-
tion that wages should be high where monitoring costs are large. In
these circumstances, high wages are likely to be substituted for intensive
monitoring activities. Wage differentials may also be required where the
costs of worker malfeasance are high. Oi (1983) suggests that higher
wages are required in large establishments since monitoring is typically
more difficult. The Cost of foul-ups is likely to be large in industries with
expensive equipment (possibly proxied by high capital/labor ratios) and
for workers in positions where poor performance may affect many other
workers' performances (e.g., workers in coordinating positions and
workers involved in integrated production processes).

The turnover model implies that wage premiums should arise where
turnover and training costs are large and that wage premiums should
yield the benefit of lower quit rates. The adverse selection model pre-
dicts higher wages, after controlling for observables, where it is difficult
to evaluate labor quality. The sociological (or normative) models are less
specific but suggest that the importance of teamwork and ability to pay
may be relevant. The importance of relative wage comparisons in some
sociological models provides a rationale for long-term stability of wage
differentials and for linkages in wage differentials across occupations
within a firm or industry. Finally, the union threat model suggests that
wage premiums arise where the costs of unionization are low to workers
and where the firm has rents derived from market power or has large
fixed capital investments. This means that product market power should
be directly reflected in wages. Differences in industry wage premiums
across occupations with important union threats (blue-collar occupa-
tions) and those with smaller threats or no possibility of unionization
(managers and professional workers) provides further information on
the importance of union-based models.

The primary point is that efficiency wage models predict that there
should be important wage differentials not explained by compensating
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differentials, labor quality differences, or shifts in labor demand across
sectors. An important approach to the assessment of the empirical rele-
vance of wage models involves the determination of the importance of
noncompetitive wage differences. Further relevant information can be
gained, by examining the nature of these wage premiums for consistency
with the predictions of individual efficiency wage alternatives.

Some initial evidence on the nature and importance of industry wage
differentials is provided through cross-section estimates of industry
effects utilizing individual level data. Table 2 presents estimated wage
differentials for broadly defined industries based on the results of a
regression of log hourly earnings on industry dummies with human
capital, demographic, and locational controls for a large sample of
private-sector workers from the combined 1983 Current Population Sur-

Table 2 ESTIMATED OLS LOG WAGE DIFFERENTIALS FOR ONE-DIGIT
INDUSTRIES AND UNION STATUS 1983 CPS—NONAGRICULTURAL
PRIVATE-SECTOR WORKERS

Coefficient
Variable (Standard Errors)

Mining .289
(.009)

Construction .127
(.005)

Nondurables .050
(.004)

Durables .098
(.004)

Transportation and public utilities .154
(.005)

Wholesale trade .042
(.005)

Retail trade — .161
(.004)

FIRE .052
(.005)

Services — .064
(.003)

Union .192
(.003)

Sample size 134,928
R2 .546

Controls included are education (years of schooling) and its square; experience (age-education-5) and
its square; married; sex; race; part-time work; SMSA; interaction terms for both experience and its
square with married, race, sex, education, part-time work and SMSA; 11 occupation dummies; and 50
state dummies.
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vey (CPS).'7 The employment-weighted average of the coefficients of the
industry dummy variables from the regression was calculated with the
omitted industry dummy treated as having a zero effect on wages.
The estimated differentials presented in table 2 are the differences be-
tween the actual industry coefficients and the weighted average. These
differentials indicate the proportional difference in wages between an
employee in a given industry and the average employee in the sample
after controlling for individual characteristics, SMSA status, and state of
residence. The industry variables have a sizable impact on wages. For
example, workers in mining, transportation, and public utilities earn ap-
proximately 45 and 32 percent more than (observationally) equivalent
workers in retail trade. The industry wage effects are comparable in
magnitude to the effect of union status.

Krueger and Summers (1986) provide evidence on industry wage dif-
ferentials for a more disaggregated industry breakdown. They report in-
dustry wage premiums that range from 38 percent above the average, for
the petroleum industry, to 37 percent below the average, for private
household workers. Their estimates are based on the May 1984 Current
Population Survey that includes a wide variety of controls for individual
characteristics, union status, and occupation. Krueger and Summers
find that the employment-weighted standard deviation of industry wage
premiums for two-digit industries ranges from 10 to 15 percent for dif-
ferent years of the CI'S from 1974 to 1984.

Dickens and Katz (1986) find that the industry wage differentials per-
sist when union and nonunion workers are analyzed separately. The pat-
terns of industry wage premiums are extremely similar for union and
nonunion employees. The raw correlation of three-digit industry wage
premiums for union and nonunion workers in the combined 1983 CI'S
sample is

4.1.2. Competitive Explanations for Wage Differentials A number of expla-
nations consistent with standard competitive labor market models are
possible for the large impact of industry affiliation on wages even after

17. The data set is described in detail in Dickens and Katz (1986). The sample consists of
private sector, nonagricultural employees, 16 years of age and older. The sample com-
bines information on the outgoing rotation groups from all twelve months of the 1983
CPS. Workers with wages less than $1 an hour and greater than $250 an hour were
treated as outliers and eliminated from the sample. The results do not change qualita-
tively when these observations are left in the data set.

18. In other words, the weights are the number of workers (observations) in an industry in
the sample.

19. This raw correlation is a biased estimate of the true correlation since it is not corrected
for the fact that the wage differentials are estimated rather than known.
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controlling for measured human capital variables. The first explanation
posits that differences in technology across industries make it profitable
to hire higher-quality woik an &ice pay higher wages) in some

in a cross-section may pri-
marily
are unobservable (to the econometrician) and correlated with industiy

ability is highly with observe -
variables, such as years of schooling and labor-market experi-

ence, then unmeasured labor quality cannot provide an explanation for
the large estimated industry wage effects. Dickens and Katz (1986) show
that of industry wages s uch altered if wage
tions are first estimated without industry variables and then the resid-

acs7This approach credits
observed quality variables with the impacts of unobserved variables cor-
related with both measured quality variables and industry status.

Longitudinal data provide a potential vehicle to control for time invar-
iant, unmeasured labor quality.
workers of andi workers are

in different industries thanges should
linked to Cf status Longitudinal data allow one

the wages of a given he or she switches indus-
tries. First-difference (or fixed-effects) estimation allows one to
the impacts of unchanging unobserved abilityçomponents (that are re-

in on the industry wage effects
Krueger and Summers (1986) estimate large effects of industry switches
(for broadly defined industries) on wages in first-differenced regressions
using a pooled sample of matched CPS May data for 1974—75, 1977—78,
and 1979—80. The estimated industry effects from the first-differenced
regression are similar in direction and magnitude to pooled regression
estimates. Thus, workers moving from high-to low-wage industries
appear to çces and

appear to expenence 20 Vroman (1978)
repofts simil iiTdiiiii3T switchers in the 1964-71 period,
using Social Security continuous wage-history data on individuals' an-
nual earnings. Murphy and Topel (1986) find in matched CPS data for

20. These longitudinal results (industry switch effects) are potentially consistent with
models in which worker quality is heterogeneous (multidimensional) and match quality
vanes. If match quality is not fully revealed at the start of a match, one could generate
systematic relations of industry switches and wage changes of the type found by
Krueger and Summers (1986). A matching model with costly renegotiation and uncer-
tain match quality, such as the model analyzed in Antel (1985), may also be consistent
with these results if the switches from high- to low-wage industries are primarily
layoffs or discharges and the moves from low to high are primarily quits.

I
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1977—1984 that industry switchers receive only 30 percent of the wage
gains that would have been predicted from the industry differentials ob-
served in cross-sectional data. The Krueger and Summers and Murphy
and Topel studies differ substantially in their sample selection rules, pro-
cedures for the correction of measurement error in industry transitions,
and other control variables included in the flrst-differenced regressions.
The existing longitudinal evidence suggests that at least a moderate por-
tion of the industry differentials found in cross-sectional analyses reflect
"true" differentials rather than just unmeasured ability.

A second possible competitive explanation is that the industry wage
differentials are compensating differentials for nonwage job attributes
that directly affect the utility of workers.2' In fact, this is often the justi-
fication for the inclusion of industry dummies in estimated wage equa-
tions with individual cross-section data. Krueger and Summers (1986)
find that the inclusion of 10 working conditions variables in a standard
wage equation barely affects the estimated industry wage
Many important nonpecuniary job attributes are unlikely to be captured
by their control variables. Freeman (1981) and Krueger and Summers
find that the fringe benefit differentials tend to expand wage differences.
Murphy and Topel (1986) find that differences in unemployment risk
across industries can account for only quite a small fraction of industry
wage differentials.

If industry wage premiums reflect equalizing differences, then they do
not reflect rents that make jobs especially valuable to workers. The im-
plication is that the wage premiums should not be systematically related
to quit rates. Industry and individual level studies both indicate that
wage premiums are strongly associated with lower quit rates (Pencavel
1970, Freeman 1980, and Krueger and Summers 1986). This suggests that
industry wage premiums reflect rents to good jobs or good matches and
are not merely compensating
21. Rosen (1985) provides a comprehensive treatment of the theory of equalizing differences

in the labor market and a review of empirical studies of compensating differentials.
22. Krueger and Summers (1986) use a sample derived from the 1977 Quality of Employ.

ment Survey. The working conditions variables included are weekly hours, variables
indicating dangerous or unhealthy conditions on the job, commuting time, workshift
dummies, dummies indicating extent of choice of overtime, and variables indicating
whether working conditions are pleasant.

23. This interpretation is clean if workers have homogeneous tastes concerning nonpecuni-
ary aspects of work. If workers have heterogeneous preferences, then it is possible to
imagine distributions of worker preferences with respect to nonwage aspects of work
in which wage differentials that reflect compensating wage differentials for marginal
workers may be negatively correlated with average quit rates in an industry. This means
that quit rates do not depend on wage differences for marginal workers but do for infra-
marginal workers. A particular contrived example is the case of one disamenity that
some workers mind and others do not. If enough workers care about the disamemty, a
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An additional competitive explanation for industry wage premiums
observed at any particular time is that they largely reflect transitory dif-
ferentials created by shifts in labor demand across sectors and main-
tained by incomplete labor mobility in the short run. The strong stability
of industry differentials over time appears to rule out transitory factors
as a major component of the explanation. Cullen (1956) presents data
showing remarkable stability in the industry wage structure in the United
States from 1899 to 1950. He finds the rank correlation of average annual
earnings for 76 manufacturing industries for the years 1899 and 1950 to
be .66. Cullen finds for a group of 84 manufacturing industries that 14 of
the 21 industries in the highest-wage quarter in 1899 were still in the
highest-wage quarter in 1947. Also, 15 of the 21 lowest-wage industries
in 1899 remained in the lowest-wage quarter in 1947. Cullen furthermore
provides evidence of stability in the extent of wage dispersion over the
long term. The degree of dispersion across industries was approximately
the same in 1950 as it was in 1899.

This long-term stability in industry average wages may reflect stability
in skill mix differences. Industry differentials for any given grade of la-
bor could reflect responses to sectoral labor demand or supply shifts.
Limited evidence available from this time period suggest that industry
wage differences for particular grades of labor were fairly stable. Slichter
(1950) finds the rank correlation of males' unskilled average hourly earn-
ings for 20 manufacturing industries between 1923 and 1946 to be 73•24

Strong stability in interindustry wage rankings is also evident for
the postwar United States. Montgomery and Stockton (1985) report that
the rank correlation of mean hourly wages for 20 two-digit manufactur-
ing industries between 1951 and 1981 was .675. Bell and Freeman (1985)
find strong stability in the rankings for a group of 53 industries (both
manufacturing and nonmanufacturing) from 1948 to 1982. Both Bell and

compensating differential may arise to compensate the marginal worker for this dis-
amenity. Workers who do not care about the disamenity take ;obs at the high-wage
firms with the disamenity and earn rents. These workers have lower quit rates and re-
duce the average quit rate in high-wage firms. Low-wage firms without the disamenity
have no workers earning rents. En this example, more inframarginal workers are at the
high-wage firm and average quit rates are negatively correlated with wages. One could
also construct examples going in the other direction. Thus, if workers have heteroge-
neous preferences, the relationship among quit rate and wage differentials may be diffi-
cult to relate to the importance of equalizing differences in the labor market.

24. Slichter uses data from the National Industrial Conference Board surveys of establish-
ments. The unskilled wage rate applies to jobs for which no previous job training is
required. Similar stability is apparent in the industry rankings of the male skilled and
semiskilled wage rate for this period. This may reflect stability in skill differences given
the heterogeneity of the category. Katz (1986) provides a more detailed analysis of the
stability and determinants of interindustry wage structure in the pre-1950 period.
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Freeman and Montgomery and Stockton note that the dispersion (log
standard deviation) of industry mean wages increased substantially dur-
mg the 197Cs. On the other hand, Krueger and Summers (1986) find that
the estimated two-digit wage premiums using individual data from the
CI'S and controlling for individual characteristics did not appear to have
grown from 1974 to 1984. Krueger and Summers find the correlation of
the estimated industry wage premiums between 1974 and 1984 to be
.970. These results indicate that the rising dispersion in average industry
wages since the early 1970s may largely reflect changes in the composi-
tion of labor forces across industries and possibly also changes in union
wage impacts.

A further possibility is that industry wage differences arise from dif-
ferences in patterns of human capital accumulation across industries.
Krueger and Summers (1986) find that industry wage differentials are
approximately equal in magnitude and highly correlated for young (ages
20 to 35) and older (ages 50 to 65) workers. Furthermore, the 1979 Cur-
rent Population Survey contains information on job tenure (years with
current employer). I used this data set to see whether industry wage dif-
ferences vary with job tenure. Estimates of log earnings equations for
separate tenure groups for nonunion, private sector workers indicated
that industry differentials are quite similar for different tenure groups.
For example, the standard deviation of one-digit industry wage differ-
entials for workers with less than one year of tenure and for workers
with more than ten years of tenure was 0.11 and 0.12 The
correlation (corrected for sampling error) for the differentials of the two
tenure groups was .74. Large industry wage effects were apparent for
entry-level workers that are close in size and highly correlated with those
of long-term employees. One exception was that the differentials of all
other industries versus retail trade appeared to be substantially larger
for workers with long job tenure than for entry-level workers.

4.1.3. The Occupational Structure of Industry Wage Premiums Although
most explanations for wage differentials provide reasons why one would
expect particular occupational groups to be highly paid in some indus-

25. These are standard deviations of the estimated industry differentials from separate re-
gressions for each tenure group of log earnings on the same set of control variables as
those listed in table 2 and one-digit industry dummy variables. The standard devia-
tions listed are unbiased standard deviations corrected for sampling error in the esti-
mates of the industry dummy variable coefficients. The sample is private sector,
nonagricultural, nonunion workers, 16 years of age and older from the May 1979 CPS.
Workers without tenure data and with earnings less than $1 an hour and greater than
$250 an hour were deleted from the sample. The sample size for the less-than-one-year-
of-tenure group is 2770 and for the ten-years-or-more is 1912.
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tries relative to others, they do not lead one to expect the pattern of wage
premiums to be the same across industries for diverse occupational
groups. For example, a standard competitive model suggests that an in-
dustry with dangerous production jobs may pay its blue-collar workers
high wages to compensate them for the risks their jobs entail, but it does
not suggest that secretaries in this industry should earn a pay premium.
Working conditions, skill requirements, and monitoring problems are
quite likely to differ across occupations in a firm or industry.

Dickens and Katz (1986) estimate industry wage differentials by occu-
pation (for a 12-occupation and three-digit Census of Population indus-
try breakdown) for nonunion, private sector workers from the combined
1983 CI'S sample. The effects of human capital variables, demographic
characteristics, and locational variables were constrained to be the same
across occupational groups. Industry wage effects were allowed to vary
by occupation. This involves the estimation of an earnings function of
the following form:

W,1 = + a, + (4)

where W,1 is log(hourly wage) of individual i in industry-occupation cell
j, is a vector of individual and locational variables for individual i, is
a vector of parameters, a1 is a uixed effect (or differential) for industry-
occupation cell j, and r,, is an error term. This is equivalent to a wage
equation with industry dummies, occupation dummies, and a full set of
interaction terms between the industry and occupation dummies. The
large number of industry-occupational cells implies that the feasible ap-
proach to estimating the industry differentials for each occupation is first
to run a de-meaned regression in which the industry-occupation cell
means are subtracted off for the dependent variable and all the indepen-
dent variables:

W,1 — W, = (X,, — X,)f3 + U.,, (5)

where 1V is the mean of the log of hourly earnings for workers in cell j,
is the vector of the means of the individual and locational variables for
workers in cell j, and u,1 is a regression error. This regression, assuming
that the in equation (4) are uncorrelated with the X11, yields a consis-
tent estimate of /3. The mean residual for each cell j is then a consistent
estimate of the industry-occupation j fixed effect:

à1=W,—f. (6)



Ta
bl

e 
3 

C
O

R
R

EL
A

TI
O

N
S 

O
F 

IN
D

U
ST

R
Y

 W
A

G
E 

D
IF

FE
R

EN
TI

A
LS

 A
C

R
O

SS
 O

C
C

U
PA

TI
O

N
A

L 
G

R
O

U
PS

—
FI

X
ED

 E
FF

EC
TS

19
83

 C
PS

 P
R

IV
A

TE
-S

EC
TO

R
 N

O
N

U
N

IO
N

 W
O

R
K

ER
S

Po
si

tio
n

M
an

ag
e

Pr
of

.
Te

ch
.

Su
pe

r.
Sa

le
s

C
le

ric
Se

rv
ic

e
C

ra
fts

O
pe

ra
te

Se
m

i-
sk

ill
ed

Tr
an

s.
op

er
.

La
bo

r

M
an

ag
er

s
1.

00
.9

9
.6

0
.8

5
.8

4
.9

9
.8

4
.9

0
.7

0
.6

7
.8

0
.8

1
Pr

of
es

si
on

al
s

1.
00

.7
2

.9
4

.7
4

.9
0

.7
3

.8
6

.8
2

.7
7

.7
4

.7
7

Te
ch

ni
ci

an
s

1.
00

.7
8

.6
1

.7
6

.7
0

.8
0

.6
3

.3
7

.4
5

.5
6

Su
pe

rv
is

or
s

.
1.

00
.8

8
.9

1
.9

7
.9

9
.7

8
.9

4
.7

9
.9

0
Sa

le
s

.
1.

00
.7

9
.7

3
.7

8
.4

1
.4

6
.5

3
.6

9
C

le
ric

al
1.

00
.8

6
.9

0
.7

6
.7

0
.7

8
.8

8
Se

rv
ic

e
1.

00
1.

00
*

.9
8

.7
5

.7
4

.8
9

C
ra

fts
1.

00
.9

3
.9

5
.7

9
.7

8
O

pe
ra

tiv
es

1.
00

1.
00

*
.7

6
1.

00
*

Se
m

i-s
ki

lle
d

1.
00

.9
1

.9
0

Tr
an

s. 
eq

ui
p.

 o
pe

r.
1.

00
.9

1
La

bo
re

rs
1.

00

*T
he

 c
or

re
ct

io
n 

fo
r 

sa
m

pl
in

g
er

ro
r i

n 
in

du
st

ry
-o

cc
up

at
io

n 
ce

ll
m

ea
ns

ca
us

es
 so

m
e 

co
rr

el
at

io
ns

 to
 b

e 
gr

ea
te

r t
ha

n 
1.

00
.

Th
e 

re
gr

es
si

on
 fr

om
 w

hi
ch

 th
e 

fix
ed

 e
ff

ec
ts

 w
er

e 
ca

lc
ul

at
ed

co
nt

ai
ne

d 
ed

uc
at

io
n

(y
ea

rs
 o

f s
ch

oo
lin

g)
 a

nd
 it

s s
qu

ar
e;

 e
xp

er
ie

nc
e 

(a
ge

-e
du

ca
tio

n-
5)

 a
nd

 it
s s

qu
ar

e;
 5

0 
st

at
e

du
m

m
y 

va
ria

bl
es

; d
um

m
y 

va
ria

bl
es

 fo
r m

ar
ita

l s
ta

tu
s, 

ra
ce

, s
ex

, p
ar

t-L
im

e 
w

or
k,

 a
nd

 w
he

th
er

 o
r n

ot
 a

n 
in

di
vi

du
al

 li
ve

s i
n 

an
 S

M
SA

; a
nd

 in
te

ra
ct

io
n 

te
rm

s f
or

bo
th

ex
pe

rie
nc

e 
an

d 
ex

pe
rie

nc
e 

sq
ua

re
d 

w
ith

 a
ll 

th
e 

ot
he

r v
ar

ia
bl

es
 e

xc
ep

t t
he

 st
at

e 
du

m
m

ie
s a

nd
 e

du
ca

tio
n 

sq
ua

re
d.

 T
he

 c
or

re
la

tio
n 

co
ef

fic
ie

nt
s a

re
 c

or
re

ct
ed

 fo
r w

ith
in

ce
ll

sa
m

pl
in

g
er

ro
r. 

A
 d

et
ai

le
d 

di
sc

us
si

on
 o

f t
he

 c
or

re
ct

io
n 

pr
oc

ed
ur

e 
is

 a
va

ila
bl

e 
in

 D
ic

ke
ns

 a
nd

 K
at

z 
(1

98
6)

.



KATZ

The estimated fixed effects were then grouped by occupation to ana-
lyze the relationships among industry impacts on wages in different
occupations.

Correlations of these estimated industry wage differentials across oc-
cupations are presented in table 3. The correlations are corrected for
sampling Table 3 indicates that even after controlling for a wide
variety of individual and geographic variables there are quite large cor-
relations (most in the range .7 to 1) between average wages for workers
in any two occupations within an industry. If one occupational group in
an industry is highly paid, all categories of workers tend to be highly
paid. This finding is hard to reconcile with views that the industry wage
differences reflect unobserved ability or compensating differentials since
skill requirements and working conditions are unlikely to be common to
all occupations in an industry.

The results seem to support the union threat model since product
market power or profitability is likely to raise worker bargaining power
across occupations in an industry. Furthermore, the occupational struc-
ture of industry wage effects is quite similar for union and nonunion
workers (Dickens and Katz 1986). The union threat model does not ex-
plain why groups of workers that do not pose a threat of collective action
(e.g., managers) also share in the industry pay premiums.

The high correlation in industry differentials among different occupa-
tions is consistent with sociological models in which wage norms are
linked in a firm or industry. The great efforts taken by firms to maintain
their internal wage structure is quite consistent with these findings.

4.1.4. Industry Characteristics and Industry Wage Patterns An understand-
ing of the empirical relevance of alternative theories of wage determina-
tion requires knowledge of the industry characteristics associated with
high wages and low wages after controlling for worker characteristics. A
considerable amount of empirical research has focused on the relation-
ship between wages and industry structure. These studies (partially sur-
veyed by Long and Link (1983) and Kwoka (1983)) have focused on the

26. Dickens and Katz (1986) provide further details on the estimation technique and de-
scribe the procedure for correcting the correlation coefficients for within cell sampling
error. Since the industry differentials are estimated and since some of the industry-
occupation cells are small, sampling error can lead to an upward bias in the standard
deviations of industry wage effects within an occupation and a downward bias in the
correlations of industry premiums across occupations. The raw correlations (uncor-
rected for sampling error) of the industry wage differentials across occupations lead to
similar results, all quite positive. Dickens and Katz get results almost identical to those
reported in table 3 when a full correction procedure for both within cell sampling error
and the potential correlation in the estimation errors in the fixed effects across cells is
utilized under the assumption of homoscedastic errors in the fixed effects regression.
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influences of product market power, firm (or plant) size, and extent of
unionization on wages. The industry characteristics that affect wage lev-
els and the extent to which these variables matter appear to be quite sen-
sitive to the specification (e.g., other control variables included) and to
the particular sample analyzed (e.g., time period and use of only man-
ufacturing vs. wider variety of industries). This suggests the effects are
not uniform across industries and that multicollinearity is important for
many industry variables. Nevertheless, some patterns emerge from
these studies.

Industry wage levels are strongly positively correlated with industry
concentration when no labor quality variables are utilized (L. Weiss
1966). The relationship is far more ambiguous when detailed labor qual-
ity controls are included. Pugel (1980) and Hodson and England (1985)
find strong positive effects of industry profitability measures on average
industry wages even with controls for average worker characteristics, ex-
tent of unionization, and other industry variables, including the rate of
employment growth. Dickens and Katz (1986) find that profits as a per-
centage of sales are strongly positively related to industry wage pre-
miums for nonunion workers. Kwoka (1983), Long and Link (1983), and
Mellow (1982) find a positive and significant effect of industry concen-
tration on wages, using individual-level data on earnings and worker
characteristics combined with other industry level variables. This con-
trasts with L. Weiss's (1966) finding that concentration does not matter
once individual worker controls are taken into account. Overall, in-
dustry wage differences appear to be related to product market power
(ability to pay) although measurement problems in variables such as
concentration and accounting profits mean these conclusions should be
viewed as somewhat tentative.

The proportion of workers in an industry in plants of large or average
size have typically been found to be positively related to industry wage
levels even in the presence of detailed control variables (Kwoka 1983,
Long and Link 1983, Pugel 1980, and others). Although establishment
size and firm size appear to have quite important effects on wages within
industries, they cannot explain much of interindustry wage differen-
tials. The May 1979 CI'S contains a special survey including questions on
establishment and firm size. Krueger and Summers (1986) find in ana-
lyzing this data that the inclusion of plant size and firm size controls
barely affects the estimates of industry wage differentials. They find the
employment weighted standard deviation of two-digit industry log wage
differentials falls only from 0.104 to 0.99 when plant and firm size con-
trols are added to a log earnings equation with controls for occupation,
region, union status, and individual characteristics. The raw correlation
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of the estimated industry differentials with and without employer size
controls is .96. In regressions (not reported here but available upon re-
quest) using the 1979 CPS, I find that estimated industry differentials are
only slightly affected by the indusion of plant size and firm size dum-
nues when nonunion workers are analyzed in isolation. These results
correspond to the conclusion of Brown and Medoff (1985) that most of
the employer size effect on wages occurs within detailed industries.

The percentage of workers covered by collective bargaining in an in-
dustry has a strong positive effect on average industry wages.v Dickens
and Katz (1986) find that the extent of industry unionization has a strong
positive effect on both union and nonunion wages. They also find that
regional union density has a strong positive effect on nonunion wages
and a much weaker impact on union wages. Dickens (1986) argues that
this is the pattern of union density impacts that arises from an important
role of a union threat in wage determination.

The impacts of industry variables on wages remain a bit of a puzzle.
The findings of most studies are fairly consistent with some role for
union threat effects since product market power and extent of unioniza-
tion seem to explain a fair portion of interindustry wage differentials for
nonunion workers. Sociological models of the Akerlof (1984) variety also
seem to have some support. The findings of Hodson and England (1986)
and Lawrence and Lawrence (1985) that capital intensity (capital to labor
ratio) has a positive effect on industry wages provides some support for
the shirking model since the cost of worker malfeasance is likely to be
greater in capital-intensive industries. Capital—skilled labor complemen-
tarity suggests that the capital-labor ratio finding may simply proxy for
unmeasured labor quality. The strong linkages of wages to product mar-
ket variables even after controlling for a large number of individual and
locational variables appear difficult to reconcile with a strict unobserved
ability interpretation of industry wage differentials.

4.1.5. Direct Evidence on the Benefits to Firms of High Wages Efficiency
wage models postulate that firms pay wages above the market clearing
level because there are cost-reducing or productivity-enhancing reasons
to do so. Some limited empirical evidence exists on the benefits to firms
of higher wages. As noted previously, wage premiums are associated
with lower quit rates. Thus, high wages help to economize on turnover
costs. The direct cost savings from lower turnover do not appear to be
large enough to justify the magnitude of observed wage differentials.
For example, Freeman and Medoff (1984, p. 109) estimate that the cost
27. Lewis (1983) provides a comprehensive survey of estimates of the extent of unioniza-

tion on wages in industry-level studies.
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savings associated with lower quit rates from the presence of a union is
I to 2 percent of labor costs. They also find that the impact of unionism
on quit rates to be equivalent to the impact of a 40 percent wage differ-
ential. The indirect gains of enhanced teamwork from continuity in
work relationships may be the more important element of the benefits of
lower turnover.

Hammermesh (1977) finds that the deviation of a worker's wage from
the wage predicted by the worker's personal and job characteristics is
positively correlated with various measures of job satisfaction. High
wages appear to raise morale, as by the sociological models
and many personnel professionals. A further unanswered question is
whether job satisfaction measures have much to do with productivity.
Freeman and Medoff (1984) conclude from surveying a larger number of
studies on worker attitudes and unionization drives that worker dissatis-
faction is strongly correlated with increased desire for unionization as
expressed by greater union organizing activity and a higher likelihood of
votes in favor of unionization in representation elections. High wages,
by raising worker satisfaction, reduce the likelihood of union organiza-
tion as predicted by the union threat model.

Krueger and Summers (1986) provide some further evidence link-
ing wage premiums to worker behavior consistent with some of the
supposed benefits to a firm of efficiency wage payments. Industry wage
premiums are found to be negatively related to absenteeism (due to
weather) and positively related to employee self-evaluations of work
effort. The positive correlation of wage differentials and employee views
of work effort may simply indicate that high wages are acting as a com-
pensating differential for greater effort required on the job or a fast pace
of work. Allen (1984) finds consistently in an analysis of several data sets
that positive wage differentials are associated with reduced absenteeism.
Although absenteeism is something that can easily be observed by a
firm, the reasons for absenteeism are not easily monitored. High wages
combined with the threat of job loss for too much absenteeism might be
an effective personnel policy.

Bulow and Summers (1986) discuss the introduction of the five-dollar-
a-day pay system at Ford in 1914. They note that historical observers
found that the higher wages led to large increases in productivity and
reductions in absenteeism and turnover. This case provides some sup-
port for the implications of the shirking and turnover model.

Industry wage differences not captured by observed worker character-
istics, working conditions variables, and locational variables are large
and persistent. These differentials are not well explained by compensat-
ing differentials or transitory rents arising from shifts in labor demand
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across sectors. More work using longitudinal data is required to deter-
mine the extent to which unmeasured ability may account for the esti-
mated differentials. The union threat model appears quite consistent
with industry differentials for nonunion production workers. The long-
term stability of industry wage differences through periods with sub-
stantial differences in the extent of union organization indicate only a
more limited role for union threats and direct union impacts. Large wage
differentials across industries for occupations with little threat of collec-
tive action suggests that other factors must also be important. Industry
differentials are strongly correlated across occupational groups. So-
ciological models in which industry wage contours or wage norms gain
normative significance appear consistent with these similarities in the in-
dustry wage patterns across occupations. Economic efficiency wage ra-
tionales arising from monitoring, selection, or turnover problems can
provide reasons why certain jobs in an industry require wage premiums.
The concerns of firms with the perceived fairness of their internal wage
structure may mean that these differentials come to permeate the entire
wage structure in the industry. A combination of the economic efficiency
wage models with the sociological (normative) efficiency wage models
provides a fairly consistent, though far from elegant, account of the
observed pattern of wage differentials. Much more empirical work is
needed to uncover direct evidence of the gains to firms of high-wage
policies. Better measures of the factors that economic efficiency wage
models indicate should be important for wage differences (e.g., monitor-
ing costs) are required to better determine the relevance of these models
for understanding the apparent large impact of industry and firm affilia-
tion on earnings.

4.2. LABOR MARKET

Efficiency wage models provide several reasons for persistent discrimi-
nation by race and sex in a competitive labor market. Group differences
unrelated to productivity can potentially generate wage differences and
occupational segregation. If two identifiable labor market groups differ
in their rates of turnover or labor force withdrawal, the group with the
higher turnover propensity will have a shorter horizon on a job and is
likely to require greater inducement not to shirk. Bulow and Summers
(1986) show that in the dual labor market version of the shirking model
the higher turnover group must be overrepresented in the secondary
sector since if the wage is the same for both groups in the primary sector,

28. This section is intended as a brief discussion of some of the implications of efficiency
wage models for the analysis of labor market discrimination. I make no attempt to sur-
vey the vast empirical and theoretical literature on discrimination in the labor market.
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the shorter horizon group is more likely to shirk unless the chances
of being able to get a primary job in the future are lower than for the long
horizon group. Since Poterba and Summers (1984) estimate a much
higher rate of labor force withdrawal for women aged 25 to 59 than for
men in the same age group, this yields a prediction of occupational and
industrial segregation by sex with women tending to be found in lower-
paying jobs that are easier to monitor. Bulow and Summers (1986) demon-
strate that if labor market discrimination arises from a result of differences
in separation probabilities by groups, then antidiscrimination policies
such as affirmative action can increase welfare under a utilitarian welfare
criterion.

Johnson and Solon (1984) estimate that the earnings of both males and
females are negatively related to the proportion of females in the occu-
pation even when a wide variety of individual control variables are
included. Additionally, Johnson and Solon show that much of the dif-
ference in male and female earnings after controlling for differences in
individual characteristics is related to differences in the industrial distri-
bution of employment by sex. If industry wage differentials arise from
efficiency wage considerations, then this is strong evidence that these
factors play a major role in differences in earnings by sex.

Goldin (1986) presents evidence on widespread sex segregation across
jobs within manufacturing requiring similar training and ability in 1890.
She also finds that 50 percent of female operatives were paid piece rates
as opposed to 13 percent of male operatives. Monitoring costs are found
to be cheaper for piece rates than for time rates in female-dominated in-
dustries; the opposite is true for male-dominated industries. Goldin ar-
gues that deferred payment systems, such as discussed in Lazear (1979,
1981), conserved on monitoring costs and were feasible for males but not
for females because of their shorter work horizons. Females were con-
fined to jobs utilizing more expensive piece rates and thereby received
lower wages than males. The same argument would apply to the use of
efficiency wages rather than deferred payments for male-dominated jobs
if full bonding were not feasible. Goldin also presents evidence showing
that the feminization of the clerical occupations occurred only with stan-
dardization and division of tasks that made monitoring easier.

Occupational and industrial segregation arises in the shirking model
because of the inability of high-turnover groups to post performance
bonds. This suggests that groups facing capital market imperfections are
more likely to be affected. Furthermore, even if groups do not differ in
turnover propensities, if disadvantaged groups are liquidity constrained
and unable to post bonds (accept deferred payment schemes), they will
be less able to get primary sector jobs. Dickens and Lang (1985a, 1985b)
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find that nonwhites are overrepresented relative to their observed char-
acteristics in secondary sector jobs.

4.3. CYCUCAL BEHAVIOR OF LABOR MARKETS

The behavior of labor markets in which efficiency wage payments are re-
quired in some sectors in response to demand or productivity shocks
corresponds well with stylized facts concerning the cyclical behavior of
actual labor Since in a downturn the pool of the unemployed
increases and the duration of unemployment goes up, the cost of quit-
ting increases in an efficiency wage model. This implies procyclical quit
behavior. Additionally, dual market versions yield predictions of cyclical
upgrading as the primary sector expands in response to a positive shock
(Bulow and Summers 1986, Jones 1985). The quit rate increases in up-
turns as workers quit secondary jobs to take available primary sector
jobs. In response to negative shocks, workers are displaced from pri-
mary sector jobs.

This cyclical upgrading and downgrading corresponds with empirical
findings that most of the employment growth in an upturn is associated
with jobs in high-wage sectors such as durable goods manufacturing,
construction, transportation, and public utilities (Okun 1973, Abraham
and Katz 1986). Furthermore, Bils (1985) finds in an analysis of panel
data that the real wages of workers who switch employers in a given year
are strongly procydlical. He finds that the real wages of workers remain-
ing on the same job are only slightly procydlical. Vroman (1978) also
finds that workers switching jobs over the cyde have lower wages on
average than job stayers and far more procydlical real wages. Vroman's
results indicate that industry switchers have the most procydlical wages
of any group.

This process of worker upgrading also appears to be important in
understanding movements in productivity over the business cycle. Cal-
culations based on figures presented in Okun (1973, p. 215) suggest that
about 40 to 50 percent of the increase in labor productivity associated
with an expansion in business activity is attributable to shifts in employ-
ment from low- to high-productivity sectors. Bernanke and Powell (1984)
find that productivity is most procyclical in durable goods manufac-
turing. Efficiency wage models in which worker effort is variable pro-
vide a plausible partial explanation. The simple shirking model predicts
countercyclical productivity within a sector in response to aggregate-

29. Okun (1973) discusses in detail empirical regularities observed in the cyclical behavior
of labor markets. Bernanke and Powell (1984) empirically analyze the differences in
similarities in the cyclical behavior of industrial labor markets in the prewar and post-
war United States.
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demand-driven business cycles since the greater cost of job loss in reces-
sions spurs greater work effort. Yet, efficiency wage considerations create
incentives for long-term relationships in the labor market. In this case,
effort should vary with the amount of work needed to be done. Labor
hoarding and cydical productivity shifts appear most important in sec-
tors where efficiency wage considerations are likely to be most impor-
tant (capital-intensive industries).

Most of the cyclical variation in labor input takes place in fluctuations
in employment rather than in hours worked per employee. Bulow and
Summers (1986) argue that in the shirking model the value of a job is
greater to a full-time worker than to a part-time worker. Thus the use of
work sharing in response to a downturn reduces the value of jobs to
workers and means higher wages are required to prevent shirking. If
layoffs are utilized, the remaining workers have stronger work incen-
tives. This makes sense for permanent declines in demand, but may not
be reasonable for temporary downturns. Firms should be interested in
increasing long-term horizons by maintaining long-term relations with
workers. Workers' shirking decisions should be based on the long-term
value of the job. The adverse selection model of A. Weiss (1980) provides
an alternative reason for the use of layoffs rather than wage cuts or work
sharing in response to declines in demand. If workers differ in unobserv-
ables and more productive workers have better outside opportunities,
wage cuts and work sharing reducing the value of the job mean that the
better workers are the ones most likely to leave for alternative jobs or
self-employment.

5. Cyclical Fluctuations and Efficiency Wages
Efficiency wage models provide several mechanisms through which
cyclical fluctuations in output can be generated by aggregate-demand
shocks. In the first place, a basic property of these models is that wages
are set by firms to maximize profits as the interior solution to a maxi-
mization problem.3° In this case, the failure of firms to adjust wages to
small shocks leads to only second-order losses. This differs sharply from
a competitive labor market model where firms face large losses from fail-
ing to pay the competitive wage. Akerlof and Yellen (1985b) demonstrate
that if firms are efficiency-wage setters in the labor market and monopo-
listic competitors in the product market, then inertial wage and price be-
havior in response to small nominal shocks leads to only second-order

30. This follows directly from the structure of the model presented in section 2. Stiglitz
(1984) and Akerlof and Yellen (1985a, 1985b) develop this point in detail.
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losses to the firms that follow such behavior even though this behavior
generates a macroeconomic response with first-order welfare conse-
quences.31 Imperfect competition in the product market combined with
efficiency wages in the labor market can potentially yield a model of cy-
clical fluctuations in response to aggregate-demand disturbances.

Strong incentives for the creation of long-term firm-worker relation-
ships arise from efficiency wage considerations. The emergence of long-
term employment relationships means that wage payments may reflect
installment payments on long-term obligations (Hall 1980). In this case,
employment decisions are not completely guided by current wages. This
may reduce the importance of sticky wages from near-rationality and
menu costs as a potential rationale for real impacts of nominal shocks.

The importance of relative wage concerns in efficiency wage settings
provides a further rationale for inertial wage policies in response to real
and nominal shocks. This point has been illustrated for the turnover
model by Stiglitz (1984, 1985). A drop in the money supply requiring a
reduction in nominal wages to maintain the existing level of unemploy-
ment may lead to unchanged nominal wages with decentralized wage
setting. Any individual firm reducing its wage will tend to experience a
higher quit rate and lower profits. Frictions in wage setting; such as stag-
gered contracts, can exacerbate the difficulties in adjusting to nominal
shocks when relative wages matter to firms and workers (Taylor 1982). If
wages at all firms could be adjusted to shocks in a coordinated manner,
these difficulties would not arise.

Monetary policy can also affect real output and the unemployment
rate in the shirking model if it can affect real interest rates (Bulow and
Summers 1986). An increase in the real interest rate reduces the dis-
counted value of keeping a primary sector job and thereby increases the
incentive of workers to shirk. This can reduce employment by requiring
higher wages to prevent shirking. The quantitative importance of this
mechanism for monetary policy is likely to be quite circumscribed.

6. Conclusions
Efficiency wage theories suggest that firms may find it profitable to pay
workers' wages above the market clearing level since such wage premiums
can help reduce turnover, prevent worker malfeasance and collective ac-
tion, attract higher-quality employees, and facilitate the elicitation of

31. Adjustment costs may be greater for output and employment than for prices and
wages. The menu costs or "near-rationality" argument appears equally consistent with
inertial output and employment policies with fluctuating wages and prices in response
to small shocks.
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effort by creating feelings of equitable treatment among employees.
Simple versions of efficiency wage models can explain involuntary un-
employment, segmented labor markets with queues for primary sector
jobs, and large differences among firms in the wages paid for what ap-
pear to be similar workers. Suitably modified, these models can par-
simoniously explain many of the major stylized facts concerning the
behavior of labor markets over the business cycle.

The primary criticism of efficiency wage models is that bonding mecha-
nisms can solve effort elicitation, turnover, and adverse selection prob-
lems in an efficient manner. Additionally, the primary rationales for the
use of efficiency wages are all arguments for the emergence of long-term
contracts and long-term employer-employee attachments. Such long-
term relationships appear quite important in the primary sector of the
labor market where efficiency wage considerations are typically viewed
as most important. These long-term attachments help facilitate bonding
through the use of deferred payment mechanisms. It is an open em-
pirical question whether seniority wage systems and pensions provide
full bonding or whether they are only partial solutions leaving room for
efficiency wages. Future theoretical work is required to analyze effi-
ciency wage problems in an explicitly contractual setting.32 The reasons
why the contract market fails to clear need to be more fully explicated.
The presence of more than one efficiency wage consideration may mean
that bonding mechanisms solving one efficiency wage problem exacer-
bate others. For example, Shapiro and Stiglitz (1985) argue that employ-
ment fees to clear the market in the presence of the shirking problem
may exacerbate adverse selection problems. Complicated contracts re-
quired to perform implicit bonding functions may create misunderstand-
ings and lead to feelings of inequity that harm morale and productivity.

Evidence on industry wage differences indicates that large differentials
remain that are quite difficult to explain in terms of differences in labor
quality or differences in important nonpecuniary aspects of work requir-
ing compensating differentials. The persistence of industry wage premi-
ums for long time periods implies that they are not just transitory differ-
entials arising to facifitate the sectoral reallocation of labor in a dynamic
market economy. Large, persistent wage differentials for similar workers
and types of jobs provide strong evidence in favor of the importance of
some type of efficiency wage behavior by many firms. The complex pat-
tern of differentials is difficult to reconcile with individual variants of the
efficiency wage argument. Further empirical research is required to iso-

32. Mookherjee (19Mb) and Bester (1985) provide some interesting initial attempts to link
efficiency wage and implicit contract theories. Stiglitz (1984) discusses future direc-
tions for research in this area.
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late the primary benefits to firms of high wages, the determinants of the
uses of alternative compensation systems (piece rate vs. time rate, etc.),
and the industry characteristics associated with large wage premiums.

I am indebted to William Dickens for numerous discussions and for comments on previous
drafts of this paper; a significant part of this paper grew out of our joint work. I thank
George Akerlof, Joe Altonji, Charles O'Reilly, Kevin Lang, Lawrence Summers, and Janet
Yellen for helpful discussions. I am grateful to Phil Bokovoy and Elizabeth Bishop for ex-
pert research assistance. The Institute of Industrial Relations at U.C. Berkeley provided
research support. AU remaining errors are my own.
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Comment
JOSEPH G. ALTONJI
Columbia University and NBER

Larry Katz has made a valiant attempt to evaluate recent theoretical and
empirical work on efficiency wage models—models in which wages
have a direct influence on labor productivity and turnover costs. It
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would take a monograph to provide a complete survey of the many varia-
tions on the efficiency wage theme. Furthermore, a large empirical and
theoretical literature in labor economics on the structure of wages, turn-
over behavior, firm and worker search behavior, and the composition of
unemployment is potentially relevant for an assessment of efficiency
wage models.

My comments fall into four areas. First, a few remarks about efficiency
wage theory. Second, I discuss some general issues concerning the
empirical assessment of efficiency wage models. Third, I consider the
evidence reviewed in the article. In closing, I briefly comment on the rele-
vance of efficiency wage models for business cycle fluctuations.

1. Comments on the Theoretical Discussion
Katz provides a brief summary of the links from wages to labor produc-
tivity that have received the most attention in the theoretical literature.
The first mechanism is the shirking model, in which high wages induce
high effort levels. The second is the labor turnover model, in which high
wages reduce quits and thus lower turnover costs. The third is the ad-
verse selection model in which firms use high wages to sort out high-
quality workers from lower-quality workers when quality is difficult to
observe directly. The fourth are sociological models in which worker
perceptions of the fairness of the wages offered by the firm affects their
effort level and perhaps their turnover behavior. In addition, Katz devotes
considerable attention to the union threat model. In this model profit-
maximizing nonunion firms choose to pay wages above competitive lev-
els to avoid unionization. The union threat effect model has received
considerable attention in discussions of the link between unionism and
the structure of wages, although the model is not usually included in
lists of efficiency wage mechanisms.

The exposition of the theories is generally evenhanded and clear. A
few points deserve special emphasis. The first is that the importance of
the shirking and adverse selection models depends critically upon the
extent to which workers acquire reputations. Most men spend more
than thirty-five years as full-time workers, and many women also spend
long periods of time in the labor force. Although it may be difficult for
employers accurately to evaluate performance in a given period, the
cumulative effect of such evaluations may have a key influence on a
worker's prospects in and outside the firm. Evidence from panel data
suggests that wages evolve over time for a given individual. (See, for ex-
ample, MaCurdy (1982)). A large proportion of wage changes have per-
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manent effects on future wages. In an expected value sense, the rewards
to good performance may be substantial.

•
A note on the sociological theories. There is a long tradition in indus-

• trial relations and personnel literature stressing the importance of inter-
personal comparisons and notions of fairness in the determination of
wage rates. I have no doubt that these factors play a role. However, the
sociological theories are vague about how such standards deter-
mined or what the appropriate reference group is. Do workers compare
themselves to other workers in the same industry, in the same firm, in
the same occupation, or in the same position within a firm? Are these
standards of comparison constant over time?

Evidence from panel data sets suggests that wages of individuals are
subject to substantial variation from year to year, even after the substan-
tial measurement error in such data is accounted for. It would be very
interesting to perform similar calculations using data from workers in
the same firm. This could be done with information from firm personnel
files. If the results were to show little dispersion in wage growth for em-
ployees within a given firm, they would be consistent with the notion
that interpersonal comparisons have an important influence on the wage
structure, and that the wage structure within firms is fairly rigid. My
guess is that there is in fact a substantial amount of dispersion in wage
growth within a given firm over an interval of two or three years. The
importance of interpersonal comparisons and notions of fairness may
slow down relative wage adjustments. However, I doubt if these factors
can explain differentials across firms, occupations, or industries that
persist for many years.

I wish to highlight a point made in the article concerning the possibil-
ity that firms may use entrance fees, deferred wage payments, and
fringe benefits tied to seniority as a way to induce workers not to shirk,
quit, etc. I think that it would be possible to devise a market clearing op-
timal compensation package that deals with the shirking problem, or
that generates optimal turnover decisions, given training costs. How-
ever, it may be very costly to provide such a package if several efficiency
wage mechanisms operate simultaneously, and if wages are also influ-
enced by the risk-sharing considerations emphasized in the implicit con-
tracts literature. It may be even more difficult to do so in a stochastic
environment in which wages must be renegotiated, for many of the same
reasons discussed in the literature on the feasibility of efficient contracts

• (see Hall and Lazear (1984) and Hart (1983)). Consequently, I find the
view that in many situations firms will resort to raising the wage profile
above market clearing levels to be fairly persuasive on a priori grounds.
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In discussing the role of bonding mechanisms in efficiency wages, a
number of economists have argued that demographic and skifi groups
who suffer from liquidity constraints and thus cannot post performance
bonds are most likely to be affected by unemployment. However, this
argument ignores the fact that a spell of unemployment is likely to be
most costly for those who are liquidity constrained. Consequently, it is
not clear that limits on the feasibility of bonding arrangements arising
from imperfect capital markets can provide an explanation for age and
skill differentials in unemployment.

2. General Issues in Testing Efficiency Wage Models
The term "efficiency wage model" is given a very broad interpretation in
Katz's article. The following simple framework may help to sharpen the
distinction between these models and neoclassical alternatives and to
show the main issues involved in testing the efficiency wage models. The
null hypothesis against which efficiency wage models are evaluated is a
Reder or Rosen type hedonic model. in this competitive model, wages
and employment levels adjust over time to equate the demand and sup-
ply for labor and jobs of various types. More formally, let the demand
and supply equations be

D.1 = ; Z, Z,, w) (1)

S1 = S(w,1 ; Z,, Z1, w, U), (2)

where is the supply of workers of type i to jobs of type j, D, is the
demand for workers of type i in jobs of type j, is the current wage for
workers of type i in job j, is a vector of personal characteristics vari-
ables which affect the supply or the demand for workers in all types of
jobs, Z, is a vector of job characteristics which affect the supply or the
demand for workers of all types for job j, is a vector of interaction
variables which reflect variation across jobs in the productivity of work-
ers of type i or variation in their evaluation of the characteristics of the
job, w is a vector of wages for all other worker/job combinations, and U is
a vector of the balance between the supply of workers and the number of
jobs for each of the various worker/job combinations. It should be noted
that Z, and Z11 include variables describing the wages and fringe benefits
which worker i may expect to receive in future periods. (The human
capital model urLplies differences across firms in wage profiles which
arise from differences in the levels of specific and general training that
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are provided.) The form of the demand and supply functions depends
on the distribution of Z, Z1, and Z,, over the economy. Conventional
labor supply/search models imply that employment prospects affect the
supply of labor to a particular type of job. For this reason, the vector U of
excess demands for matches of various types is included in the equation.

The key assumption of the hedonic model is that the market clears in a
stochastic sense for all types of workers and all types of jobs, with

D(w1, ; Z, Z1, w, U). (3)

Thus, the excess demand vector U is 0 in equilibrium. The solution im-
plies an equilibrium relationship between the wage and employment
level for a given ij combination. These functions are

wq = w(Z1, Z,,

Eq = E(Z1, Z,, Z11), (5)

where E,1 is the employment of workers of type i in jobs of type j. Al-
though the excess demand vector is 0, a stochastic version of the hedonic
market story would add that product demand variations across firms,
changes in labor supply preference, and other factors generate labor
turnover and movements in and out of the labor market. The associated
frictional unemployment rates may vary with the type of job and the
individual.

Efficiency wage models replace the hedonic market equilibrium condi-
tion, equation (3), with a wage setting equation that is based upon a
model of how wages affect labor productivity and nonwage labor costs.

= f(Z1, Z), w, U) (6)

In equation (6) is the optimal wage chosen by the firm. The equation
makes explicit the fact that the efficiency wage may depend upon a vec-
tor w of wages in all other ij matches as well as the vector U summarizing
the differences — D11) between supply and demand for matches of
various other i'j' types. This dependence arises because efficiency wage
theories emphasize that alternative wages and unemployment rates serve
as a discipline on worker behavior.

Associated with equation (6) is a labor demand function, equation (7).
This function also accounts for the fact that in the efficiency wage models
alternative wages and the tightness of the labor market affect worker
productivity and thus labor demand.
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D11 = De(wq; Z,, Z1, Zq, W, U) (7)

Equations (6) and (7) determine employment. Subtraction of equation (7)
from equation (2) yields the excess demand U1, for job matches of type ij.

Ui1 = Sq — (8)

Simultaneous solution across ij combinations in conjunction with the
supply equation (2) yields the wage vector w and the excess demand vec-
tor U. In equilibrium, there may be excess demand for some types of
matches and excess supply for other types. The solution to the model
implies an equilibrium relationship of wq, E,,, and U1, to characteristics of
i, j, and the match if:

w11 = We(Z1, Z.1) (9)

E,1 = E'(Z1, Z,, (10)

U11 = U'(Z1, Z,, Z,1). (11)

How can one distinguish empirically between the hedonic model and
the efficiency wage model? There are likely to be few exclusion restric-
tions from the wage and employment loci for the two models. One
approach is to estimate the wage locus and consider whether the rela-
tionship is more consistent with the hedonic model.or with the various
efficiency wage models. Most of the empirical evidence discussed in the
article involves this approach. This may be done in two levels. The first is
to see whether wages vary across types of firms or across personal char-
acteristics in ways that, given what we know about labor supply and
labor demand, are hard to square with the hedonic model. If the results
seem unfavorable to the hedonic model, then the second level of the
analysis is to see if the results may be explained with other models, such
as the various efficiency wage models. The problem, however, is that
given available data it is very difficult to control for the many variables
that may be correlated with supply and demand for particular job
matches.

A second strategy is to examine the distribution of employment. This
approach receives less attention in Katz's paper. To give an example, the
discussion of dual labor markets in Bulow and Summers (1986) focuses
on the distribution of various types of workers across job types. Again,
there are often several alternative explanations for such distributions.
For example, some economists argue that differences between men and
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women in an industry and the occupational distribution of employment
arise from sex differences in schooling choice, labor force attachment,
and prefer2nces for various job attributes. Others interpret the differ-
ences as evidence of discrimination in the labor market. (See Cain's (1984)
survey for many references.)

The third strategy is to look for evidence of imbalance in the supply
and demand for various worker/job combinations. In my view, a key im-
plication of the efficiency wage models is that such imbalances will per-
sist over time. One can only get rough indicators of such imbalances by
examining industry/occupation unemployment rates, patterns of job mo-
•bility broken down by quit/layoff, and vacancy data. Nevertheless, I
think a careful survey of the literature on the structure of unemployment
and on mobility patterns would be helpful, particularly since "stylized
facts" on this issue seem to have motivated much of the work on effi-
ciency wages.

3. Comments on the Empirical Work

Most of the empirical evidence discussed in the article concerns the
wage structure. First, Katz notes that area wage surveys find large differ-
ences across firms in wages for a given job classification within a geo-
graphical area.

Second, he cites evidence from several studies on industry wage dif-
ferentials, including some of his own work. These differentials are sub-
stantial, stable over time, and remain after one controls for a set of
observed individual and job characteristics. I am impressed by Krueger
and Summers's (1986) and Vroman's (1978) finding that large industry
effects are found even if one uses a first-difference estimator. Such a pro-
cedure is less sensitive to the criticism that the wages premiums reflect
unmeasured differences in the quality of workers employed in the vari-
ous industries.t

Many labor economists have argued that industries provide different
levels of specific and general training, and that these underlie the indus-

1. If anything, measurement error in industry dassifications and selection bias are likely to
result in a downward bias in the first difference estimates. Krueger and Summers's first-
difference estimates contain a rough correction for the effects of measurement error.
Without this correction their first-difference estimates of industry wage differentials are
considerably smaller than the estimates based on level equations. More research on this
will be needed, especially in light of the recent study by Kevin Murphy and Robert
Topel (1986). As Katz notes, Murphy and Topel have obtained estimates of industry dif-
ferentials that are well below those of Krueger and Summers, despite the fact that Mur-
phy and Topel use similar data and work with first differences. They use an instrumental
variables procedure to deal with the measurement error problems.
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try differentials. I found Katz's evidence suggesting that industry differ-
entials have a fairly high correlation across experience levels to be an
interesting challenge to this view. On the other hand, I am not sure if
Katz's finding of .74 correlation among the industry differentials for
workers with less than a year of tenure should considered large or
small. A much more detailed analysis of these issues seems warranted.

The article discusses the possibility that compensating differentials for
other job attributes, such as work hours, work pace, safety, and unem-
ployment risk can reconcile the industry differentials with a hedonic
model of the labor market. I think this is very much an open question.
Abowd and Ashenfelter, Topel, and others suggest that unemployment
risk does play a role in industry wage differentials, as does safety. Fur-
thermore, the fact that industry differentials survive an attempt to con-
trol for a set of job characteristics is not decisive evidence against the
compensating differentials view, since micro data on job characteristics
are not only incomplete but noisy. If the wage premiums do not reflect
compensation for training opportunities and other job characteristics,
we need to know why workers move from high-wage industries to low-
wage industries. Some tabulations on the relationship between the in-
dustry wage differentials and interindustry job changes broken down by
quit and layoff, with and without intervening spells of unemployment,
would be very interesting. If the movements from high-wage to low-
wage industries are dominated by layoffs, this would be further evidence
that the industry differentials are not compensating. This type of evi-
dence relates to the central issue of whether markets clear for various
worker/job combinations.

The article also discusses recent work by the author (in collaboration
with Wffliam Dickens) indicating that workers in all occupations within
an industry are affected more or less equally by the industry wage differ-
entials, although they also find that the dispersion of the industry effects
is larger for managerial, professional, and supervisory workers than
for other groups. As Katz points out, these findings do not support
the hedonic model, since the job characteristics are presumably highly
occupation-specific. But as he also recognizes, they are not very favor-
able to the different variants of the efficiency wage hypothesis either,
with the possible exception of the sociologically based models.

There does not seem to be much evidence for the hypothesis that em-
ployers derive benefits from paying higher wages. The finding that quits
are a negative function of the wage is predicted by virtually any model of
the labor market. Unfortunately, there is little information on the costs to
firms of turnover. Since absenteeism can easily be monitored and penal-
ized, the fact that higher wages reduce absenteeism would seem to be
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more consistent with the hedonic model in which workers trade off the
right to be absent for higher wages. Indeed, Katz mentions a number of
facts that do not sit well with the various efficiency wage models.

4. Efficiency Wages and Business Cycle Behavior
My final comments concern the efficiency wage models and business
cycle behavior. Katz does not devote much space to these issues. He cites
evidence from several studies that low-skill workers are more likely to be
employed in high-wage sectors such as durable goods manufacturing,
construction, transportation, and public utilities during booms than
during recessions. This in itself is not surprising, since labor demand in
these sectors is the most sensitive to the business cycle, However, com-
petitive theories of the labor market do not provide an adequate explana-
tion for why low-skill workers who switch industries during expansions
experience wage gains that exceed the cyclical wage adjustment for
workers who were already employed in the high-wage sectors.2 More
work on the effects of labor demand shifts on wage adjustments, promo-
tion patterns within firms, and mobility patterns of workers of various
skill levels would be useful.

Finally, the article only briefly discusses the macroeconomic implica-
tions of efficiency wage models. I think that efficiency wage theories will
ultimately prove useful in explaining the wage and employment deci-
sionsof firms over the cycle. The papers of Phelps (1970) and Mortensen
(1970), which stress labor turnover and recruiting costs and the short-
run monopsony power of firms, are early prototypes of such models. I
think that we must explicitly account for the wage decisions cf firms if
we are to understand wage and employment dynamics, rather than
simply treat wages as determined in a passive way by the balance of sup-
ply and demand. However, a well-worked-out theory with supporting
empirical evidence is still not available despite much interesting research.
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Comment
LAURENCE WEISS
Goldman Sachs & Co.

Any paper entitled "Efficiency Wages—A Partial Evaluation" is not
likely to be too far wrong. Larry Katz's tone is somewhat agnostic and
steadfastly fair and impartial. He plays his cards pretty close to his vest
and I can't really tell if he's rooting for these theories or thinks they miss
the mark.

The title of this paper could have been "Is Life Fair?" The theories ex-
amined here have the common theme that identical individuals wind up
with very different levels of utility in economic equilibrium. These theo-
ries purport to "explain" why there are wide wage differentials across
various industries not explained by observable worker characteristics.
In a business cycle context, the theories seek to find an explanation for
that incubus of economic thought termed "involuntary unemployment,"
which has been interpreted here to be a situation in which one jobless
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person envies an employed person, even though they are considered by
everyone else to be identical. After reading Katz's paper and thepaper by
Krueger and Summers referenced in it,., I am skeptical about both the
prevalence of these sorts of phenomena and the usefulness of these the-
ories for explaining them.

I have asked some of my colleagues what they thought about the prop-
osition that employees work harder when they're paid more, a key obser-
vation of the "shirking" model of efficiency wages. Two of them told me
(independently) that they pay their baby-sitters more than is really nec-
essary. Their reasoning is broadly consistent with the underlying logic of
the model; higher wages would induce more responsible behavior. What
features of baby-sitting make it particularly relevant for the shirking
model? The answer is obvious: baby-sitting is a dead-end job without
much hope for advancement. This I take to be an important (and un-
stated) assumption of the model; not only must there be a lack of puni-
tive measures against employees for dereliction of duties, but there
cannot be any rewards for superlative performance. The relevance of this
sort of model would appear to be confined to the rather small minority of
people with menial jobs. Casual empiricism suggests that there is no
shortage of carrots out there and the fear of getting fired i3 low on the list
of people's motivation for working hard.

I then asked my wife if people work harder when they're paid more.
"Ridiculous," was her unabashed answer. "People work as hard as the
people around them. There's a lot of peer pressure." This latter effect is,
upon reflection, very important and noticeably missing from the formal
development of shirking models. Employees tend to be able to monitor
the performance of similar workers fairly accurately. In situations where
the group's output as a whole is observable, it is the job of management
to elicit and use peer review to compensate and promote employees. In
this context, an employee's perception of management's "fairness" is not
merely a nonpecumary aspect of the employee's compensation (as some
of these theories suggest), it is a vital managerial attribute necessary for
the hiring and retention of employees.

The evidence concerning the industry effects on individual wages is
impressive, but I do not think it suggests a radical departure from the
neoclassical paradigm. What this evidence tells me is that there are enor-
mous unobserved quality differences among individuals and enormous
unobserved job-attribute differences across industries. I do not find the
fact that these industry effects hold across different occupations within
an industry especially hard to explain—I would expect to find the most
productive secretary working with the most productive executive.

The "sociological" theories in this article appear vacuous. I have no
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doubt that any successful enterprise must have shared goals, ideals, and
tastes that transcend mere money-making. I also have no doubt that the
best way to make profits is to convince employees to share management's
fidelity to these higher concerns. Thus I see no power of these alternative
theories to refute the conventional view.

As for the ability of these theories to enhance our understanding
of cyclical unemployment, I think they are worse than useless. I can
think of no substantive issue for which they are even slightly helpful.
Examples of what I take to be substantive questions are: Why was un-
employment higher in 1982 than in 1965? Why has black teen-age un-
employment doubled? Why has the return to going to college in terms of
decreased unemployment gone up since 1973? Why has the traditional
male-female pattern of unemployment changed recently?

These models may have something to say about why reductions in ag-
gregate labor input fall disproportionately on that small fraction of the
labor force that reports itself as unemployed. However, this is hardly the
biggest puzzle in macroeonomics and there are other alternative expla-
nations for the relative lack of work sharing. The big question continues
to be the Sources of fluctuations in aggregate demand for labor. These
efficiency wage theories do not suggest any new candidates for aggre-
gate disturbances. Their relevance in macroeconomic dynamics appears
confined to perhaps explaining some propagation mechanism of cycles
and possibly explaining their persistence, but the model that formally
develops this intuition has yet to be written.

Discussion

In responding to the discussants, Lawrence Katz pointed out that Weiss's
emphasis on group pressure rather than the efficiency wage has been
developed by Akerlof in his gift exchange model. He argued that it is
difficult to find a competitive model that explains wage differentials
across industries, and that efficiency wage explanations are very likely to
account for much of the difference.

Maurice Obstfeld commented that peer pressure may work well in elic-
iting effort in small groups, but that the efficiency wage argument may
be more important in large groups where individual effort is more diffi-
cult to identify.

The ability of efficiency wage theory to explain fluctuations of the ag-
gregate level of employment was questioned by Robert Barro. The main
problem in business cyde theory is to identify possible sources of large
and frequent disturbances, whereas efficiency wage theory appears
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to explain the average level of output and unemployment rather than
fluctuations.

Martin Weitzman doubted the empirical significance of efficiency
wages as a mechanism for producing output fluctuations, despite the
theoretical appeal of models with small menu costs of changing wages
and prices in which prices become relatively rigid and output flexible.
The difficulty with this argument is that it is entirely symmetric. We
could as well argue that the costs of changing output are high and the
costs of changing price low—then the result would be price flexibility
with relatively stable output. There is a serious need for research on ad-
justinent costs to establish which approach is more accurate.

Robert Hall argued that the primary issue in the efficiency wage litera-
ture is whether potential workers line up for higher-wage jobs. There is
some evidence that at the lower end of the job market, people do stand in
line for jobs. On the other hand, a variety of sophisticated effort-eliciting
mechanisms—such as tournaments and rising wage profiles—exists at
the higher end of the job market. Consideration of these alternative
mechanisms is missing from the Katz article. Hall also argued that evi-
dence that wages change when workers change jobs is not convincing
support for efficiency wage theory. The wage changes may simply reflect
successful selection by finns. Hall also doubted that there was a connec-
tion between efficiency wage theory and cyclical fluctuations. Efficiency
wages suggest long-term employment relationships, which would surely
mitigate employment fluctuations.

On the question of the relation between efficiency wages and eco-
nomic fluctuations, Lawrence Summers noted that many theories show
that wage rigidity is related to fluctuations: efficiency wage theory, which
states it is profitable for firms to fix the real wage, is a promising explana-
tion of real wage rigidity. The evidence that firms with different wages
can survive in the product market suggests that cost of production is not
proportional to the wage, providing support for the theory.

John Taylor stressed the role of relative wages in wage and price dy-
namics. Theories in which the efficiency of labor is a function of a firm's
wage relative to other wages may therefore provide an important ele-
ment in explaining business cycles.

Olivier Blanchard was worried about the relation between efficiency
wage theory and real wage rigidity. One way to put the problem is to
consider two models with competitive product markets, one of which
has an efficiency wage labor market and the other a competitive classical
labor market. Comparison of the degree of wage rigidity demonstrated
in the responses of these two economies to a technological shock is com-
pletely ambiguous. The only efficiency wage model that gives unam-
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biguously more rigidity is the social norm model of real wages, but that
model leaves the norm itself unexplained.

Katz concluded the discussion, maintaining that efficiency wage theo-
ries are indeed promising for explaining real wage differentials. He ac-
cepted the existence of other mechanisms for eliciting effort, particularly
in the high-quality job market, but believed there was still room for effi-
ciency wages. He also stressed the importance of wage rigidity in busi-
ness cycle theories through possibly temporary wage rigidity, although
it is true, as Blanchard commented, that efficiency wage theory does not
generate wage rigidity in a general equilibrium model.
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Macroeconomic Implications of
Profit Sharing

Introduction
My point of departure is the idea that standard macroeconomic policy
may not always be enough to create full employment with price stability.
In a capitalist economy, most decisions about employment, output, and
prices are made by private firms. Of course such decisions are pro-
foundly influenced by government macroeconomic policies, yet the pur-
poseful manipulation of financial aggregates may be a clumsy way of
attaining desirable macroeconomic goals. Under certain circumstances
the best place to attack macroeconomic problems may be directly at their
source. Make it in the strong self-interest of firms to maintain full em-
ployment with low prices, and macroeconomic problems might, to a
greater extent than now, largely take care of themselves. To be sure, con-
trol of government spending, the "money supply," tax receipts, and the
like will always have an important role in influencing how the economy
behaves. But perhaps the time has come to think seriously about basic
reform of microeconomic incentives as a kind of alternative, or at least
complementary, approach.

While macroeconomic theory is currently in a state of great contro-
versy, most economists still agree that mainstream IS-LM policies can be
used as a crude rudder for aiming the economy in one direction or the
other. illusions of being able to fine-tune aside, we know how to get un-
employment down and output up by the usual expansionary monetary
and fiscal measures. We also know how to break inflation by policy-
induced recessions. W1nat we do not know—and this is the central
economic dilemma of our time—is how simultaneously to reconcile rea-
sonably full employment with reasonable price stability.

At this point the honest Keynesian puts in the awkward if obligatory
footnote about the need for some form of incomes policy. But this phrase
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is usually added rather mechanically, as an afterthought, with little en-
thusiasm or follow-up. I think it may be time to reverse the emphasis. In
countries like Britain and France (or, for that matter, Argentina and
Israel) today, the main operational issue is how to introduce greater wage
restraint and "flexibility" into the labor market, especially as it starts
to become tight. Compared with this issue the nuances of how best to
reflate the economy are relatively straightforward. Although the di-
lemma being described is currently seen most starkly in some European
economies, the same basic issues are involved almost everywhere. Things
have reached a point where a surprising number of macroeconomists of
Keynesian or dassical persuasion have essentially abandoned the hope
that traditional macroeconomic policies can do a great deal to promote
prosperity. I would argue, as a general proposition, that structural
changes should be a relatively more pressing concern than the demand
management policies currently occupying the attention of most macro-
economists.

The plan of the article is as follows. First, I attempt to place the prob-
lem of labor payment mechanisms in historical perspective. Then I pro-
vide an analytic framework for comparing wage and profit-sharing
systems, induding a detailed description of the relevant theoretical and
empirical aspects of profit sharing. Major criticisms of profit sharing are
discussed in a question-and-answer format. Next, I try to assess criti-
cally what I see as three major alternative prototypes for structural re-
form of the labor market: incomes policy, two-tiered pay, and employee
control. I argue that, although each may reduce unemployment, profit
sharing is overall the most likely to succeed. I then examine the Japanese
experience with an eye to evaluating the possible macroeconomic impact
of the bonus system and implications for profit or revenue sharing. The
artide condudes by again stressing that basic reforms in the way labor is
paid could be a precondition to improved macroeconomic performance.

The Historical Context
Before discussing possible labor market reforms, I think it useful to place
my main subject in a somewhat broader context by reviewing the intel-
lectual history of the problem. Such a review is necessarily prone to
being interpretive and subjective.

The modern mainstream approach to macroeconomics began with
Keynes. Previous economists by no means disregarded business cycles—
the subject has a long history. But the prevailing attitude before Keynes
was that economic fluctuations represent a normal, and sometimes even
desirable, condition. Classical macroeconomics held (and stifi holds) that
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all markets are practically competitive and practically always in equiib-
rium. The old-fashioned classical macroeconomics admitted that the
economy might not always'be in equilibrium due to "temporary derange-
ment of markets" (Mill) or "crises of confidence" (Marshall). Old classical
macroeconomists also felt some obligation to explain how an economy
out of equilibrium gets back into equilibrium (as opposed to tautologi-
cally postulating that an economy must always be in some kind of mar-
ket-clearing equilibrium). But such states of disequilibrium were not
viewed as terribly important in the overall scheme of things.

The Great Depression dealt a death blow to classical macroeconomics
of the old school. There was no lack of contemporary explanations for
the depression, but none of them sounded convincing. Most damning of
all in the eyes of the public, few economists had any constructive sug-
gestions about what to do to correct the worst economic catastrophe in
history. Hayek and Haberler talked of abstract Austrian-capital building
cycles. Schumpeter found depression a necessary, if distasteful, medi-
cine for sweating out inefficiencies. Perhaps the most common interpre-
tation among economists—certainly the one most aggressively targeted
for attack by Keynes—was that of A. C. Pigou.

Pigou, along with a possible majority of ecOnomists at the time, held
that the wage issue was central. If labor was unemployed, what else
could it mean except that wages were too high? As Pigou, the distin-
guished economist of world stature, Keynes's teacher, and the foremost
representative of the prevailing orthodoxy put it in 1933, at the very bot-
tom of the worst depression in history: "Such unemployment as exists at
any time is due wholly to the fact that changes in demand conditions are
continuaUy taking place and that frictional resistances prevent the ap-
propriate wage adjustments from being made instantaneously". If
workers were unemployed, it meant that labor costs were too high and
there was nothing the government could, or should, do, aside from pos-
sibly urging that wages be cut more vigorously.

Keynes was quick to seize on two serious problems with the Pigouvian
position. For one thing, it was not exactly clear what it meant for wages
to be "too high" in a depression. "Too high" relative to what? Presum-
ably wages were "too high" relative to the state of aggregate demand,
properly defined. But that must mean the same thing as aggregate de-
mand being "too low" relative to wages. Furthermore, it was far from
clear how the "too high" wages could be lowered. Even if labor wanted
to cooperate by reducing money wages to restore full employment,
would not universal wage cutting lead primarily to further price cut-

1. See Pigou (1933), p. 252.
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ting—which would leave the real economic situation nearly unchanged?
The practical moral of this dilemma was clear enough to Keynes, who
was not the type to ponder long over theoretical paradoxes when actual
solutions were close at hand. As a purely practical matter, discretionary
fiscal and monetary policy represented a far more pragmatic approach to
attacking unemployment than any conceivable series of wage reduc-
tions. And this remained true with or without the afterthought of Pigou's
real balance effect to rescue the concept of a full-employment equi-
librium attainable by flexible wages. Thus was born one of the greatest
disappearing acts in history. Like a fantastic magician, Keynes removed
the malfunctioning labor market and the wage issue from right before
the public's eyes and replaced it by discretionary government policy to
manage aggregate demand via the skillful manipulation of financial
aggregates.

The rest is history. The Keynesian approach of actively manipulating
financial aggregates to improve macroeconomic performance became
virtually synonymous with macroeconomics and, rightly or wrongly,
was credited with the quarter-century of strong stable economic growth
that followed World War II. When, after an initial period of success, ac-
tivist Keynesian policies for spending ourselves into full employment
were blamed, rightly or wrongly, for the double-digit inflation of the
1970s, the stage was set for the monetarist version of which particu-
lar financial aggregates should be manipulated—how, when, and by
whom. The basic message of monetarism is that if the economy concen-
trates on achieving price stability by rigidly controlling the "supply of
money," at worst there may be a few awkward transition years when
slightly less ambitious targets for full employment will have to be ac-
cepted. But when the system finally settles down at a stable low rate of
inflation, steady slow growth of the "money supply" will yield no more
unemployment over the long run than discretionary Keynesian interven-
tionism. Unfortunately, as many central banks have had to learn the
hard way, in a monetary technology that includes plastic and electronic
money tied to deregulated banks and financial institutions, the "quan-
tity of money" is not a terribly operational concept. More to the point,
the deep policy-induced recession of 1981—83, which yielded the highest
unemployment rates since the Great Depression, is widely viewed,
rightly or wrongly, as discrediting simple-minded monetarism. Mone-
tarism, it appears, does not eliminate the stagflation dilemma.

Where do we go from here? Most of the advanced capitalist economies
(except Japan), after experimenting with Keynesianism and monetarism,
are obviously in trouble on stagflation. Since the problem originates in
wage behavior, that is the logical place to look for a solution.
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From this perspective, the major macroeconomic problems of our day
go back, ultimately, to the wage system of paying labor. We try to award
every employed worker a nominally predetermined piece of the income
pie before it is out of the oven, before the size of the pie is even known.
Our "social contract" promises workers a fixed nominal wage indepen-
dent of the health of their company, while the company chooses the em-
ployment level. This stabilizes the money income of whoever is hired..
but only at the considerable cost of loading unemployment on low-
seniority workers and inflation on everybody—a socially inferior risk-
sharing arrangement that both diminishes and makes more variable the
real income of workers as a whole. The individual worker who is prom-
ised a fixed number of pieces of green paper may feel secure, but it is an
illusion from a social standpoint because, when all workers are so prom-
ised, a difficult burden of adjustment has been placed on simultaneously
maintaining full employment while preserving what the pieces of green
paper can buy.

In my opinion it is time to focus more directly on the labor market
itself, to build in automatic flexibility and to reform out structural rigidi-
ties so that we do not have to rely quite so exclusively on macroeconomic
sledgehammer "cures" to maintain noninflationary full employment.
What is required is institutional change in incentive structures on the
micro level to make it in employers' strong self-interest automatically to
react to unfavorable shocks by maintaining high levels of employment
while lowering prices rather than the other way around.

Profit Sharing
The reason profit sharing has more favorable macroeconomic conse-
quences than a wage system is quite simple. Suppose the firm controls
the employment decision. Then, other things being equal, under a
profit-sharing system the firm is more inclined to expand employment
and output in the face of shocks than under the corresponding wage
system.

The following example illustrates the basic point. Suppose the typical
firm can produce output Y out of labor L by the production function
F(L). Let the firm's revenue function be R(Y). If the firm pays a fixed
wage w it will hire labor and produce output at the level where profits
R(F(L)) — wL are being maximized, or where the marginal revenue prod-
uct of labor R'F' equals the wage w.

Now imagine, as a kind of thought experiment, that a profit-sharing
system is put in place promising to pay each worker a base wage w and a
share A of gross profits per capita. Each worker is now paid W = w +
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XflJL, where H = R(L) — oiL represents the gross profits of the firm,
before profit-sharing bonuses are paid. The firm's net profits are now

= (1 — X)(R(F(L)) — oiL), and the net marginal value of an extra
worker is (1 — X)(R'F' — oi). Provided only that oi < w, the firm will
wish to expand output and employment from its previous position. No
matter how one interprets the "other things being equal" in this com-
parative statics thought experiment, a profit-sharing system is more ex-
pansionary than a wage system. If pay parameters are set so that workers
are initially paid the same amount immediately after conversion from a
wage into a profit-sharing system, the firm wifi wish to expand employ-
ment and output, thereby contracting its price (and pay) compared with
the previous situation. If pay parameters are set so that, after the firm's
reaction to the introduction of a profit-sharing contract, each worker
ends up being paid the same as under the previous wage contract, then
output and employment must be higher, with prices lower. The expan-
sionary effects are stronger the smaller is the base wage oi, irrespective of
the profit-sharing coefficient X.

There is a simple explanation of all this. When factor costs are low-
ered, a profit-maximizing monopolist will want to hire more input, pro-
duce more output, and charge a lower price. When faced with a pure
profits tax, on the other hand, the monopolist will choose to hire the
same amount of input, produce the same output, and charge the same
price. So far as the monopolist is conversion from a wage
system to a profit-sharing system (with a smaller base wage) is equiva-
lent to lower factor costs coupled with a pure profits tax. Hence the ex-
pansionary bias of a profit-sharing system over a wage system.

At some risk of oversimplification, let me give a concrete if highly ide-
alized (and extreme) example of what I have in mind. Suppose that
wages plus fringe benefits of the average General Motors automobile
worker come to $24 per hour. This means that the cost to GM of hiring
one additional hour of labor is $24. The extra hour of labor is used to
produce more automobiles, which are then sold to yield increased reve-
nue. If the increased revenue exceeds the increased cost, more workers
will be hired; in the opposite case, workers will be laid off. Since GM is
trying to maximize profits, it will take on (or lay off) workers to the point
where the additional revenue created by the extra hour of labor is neither
more nor less than the additional cost, in this case $24. The average reve-
nue per hour of labor will naturally be higher, say $36, to cover overhead,
capital, profits, and the like.

Now imagine that the auto workers agree to a different type of contract
with GM. Instead of a fixed wage of $24 an hour, they go for a fixed two-
thirds share of GM'S average revenue of $36. At first glance there seems
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to be no difference between the two systems, since in both cases the
workers get $24 an hour. However, GM's incentive to hire or fire is subtly
but dramatically changed.

If GM now hires an extra worker, its revenue goes up by $24 as before,
but its total labor cost in fact only increases by two-thirds of $24, or $16.
It clears a profit of $8 on the extra worker, and understandably wants to
go on hiring and expanding output more or less indefinitely. There is a
secondary effect: in order to sell the extra output, GM has to reduce the
price of its cars relative to other auto makers.

The benefits for the whole economy are thus clear: the new labor con-
tract means more output and jobs—and lower prices. Firms want to hire
more workers for the same reason they would be keen to acquire more
salesmen on commission—nothing to lose, and something to gain.

So what is the rub? Clearly the revenue per worker—and therefore
pay—has declined because the marginal revenue brought in by the extra
worker is less than the average revenue. Senior workers who are not un-
duly at risk of being laid off might resist the plan.

However, this conclusion does not necessarily follow if a large number
of important firms introduce profit (or revenue) sharing, because as each
firm expands and hires more workers, total workers' purchasing power
rises, and so does the demand for GM's products. Not for the first time,
the sum of the economic parts adds up to more than the parts them-
selves. The conclusions reached from this example readily generalize to
formulas encompassing more realistic "mixed" systems of base money
wages plus shares of per capita profit (or revenue).

Somewhat more abstractly, consider a typical monopolistically com-
petitive firm in a partial equilibrium setting. Suppose the wage is treated
as a quasi-fixed parameter in the short run. If the firm can hire as much
labor as it wants, it wifi employ workers to the point where the marginal
revenue product of labor equals the wage rate. This is familiar enough.
Consider, though, what happens with a profit-sharing contract that
names a base wage and a certain fraction of profits per worker to be paid
to each worker. Suppose these two pay parameters are treated as quasi-
fixed in the short run. A little reflection will reveal that if the profit-
sharing firm can hire as much labor as it wants, it will employ workers to
the point where the marginal revenue product of labor equals the base
wage, independent of the value of the profit-sharing parameter. (Note,
though, that what the worker is actually paid depends very much on the
value of the profit-sharing coefficient.) When a standard IS-LM type
macro-model is constructed around such a model of the firm, the fol-
lowing isomorphism emerges. A profit-sharing macroeconomy will find
itself with the same output, employment, and price level as the corre-

1...._



w w — w —

298 WEITZMAN

sponding wage economy whose wage set at the profit-sharing econ-
omy's base wage level. In other words, the aggregate macroeconomic
characteristics of a profit-sharing economy, excepting the distribution of
income, are determined (on the cost side) by its base wage alone. The
profit-sharing parameter does not influence output, employment, or
prices, although it does influence the distribution of income. If the em-
ployed workers can be persuaded to take more of their income in the
form of profit shares and less in the form of base wages, that can result
in a Pareto improvement—with increased aggregate output and employ-
ment, lower prices, and higher real pay.

For concreteness, let the aggregate demand specification be

Y = aA + j3M/P,

where Y is real national product, A is aggregate autonomous real spend-
ing, M is the money supply, and P is the price level. Coefficients a and /3
represent the relevant fiscal and monetary multipliers.

The aggregate demand equation is an underdetermined system. Given
A and M (and the parameters a and /3), there is an extra degree of free-
dom between the two major macroeconomic variables Y and P. The
Keynesian tradition essentially fixes the price level P in the short run,
implicitly relying on a more or less constant markup over sticky wages.
Suppose, again for concreteness, that the economy consists of a large
number n of symmetric monopolistically competitive firms, each of
which produces output y from labor I according to the identical (linear)
production function

y =

y is the marginal productivity of an extra worker and f represents
a fixed amount of overhead labor that must be employed to produce
any output at all2. Each firm faces the (isoelastic) demand curve

y =

as a function of the price p it charges and the relevant aggregate demand
variables. Then

p. = E/(E — 1)

2. This production function can be viewed as a first-order approximation in the relevant
operating range. That unit variable costs are roughly constant over some range is, I
think, a decent enough stylized fact to be used as a point of departure for the purposes
of this article.
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is the markup coefficient for each firm, representing the ratio of its aver-
age revenue (price) to marginal revenue.

In the short run, suppose each firm pays its 1 workers by the profit-
sharing formula

W(l) = w + A(R(l) — o.il)/l,

where R(l) stands for total revenue as a function of labor, given the rele-
vant demand and production functions. The pay parameters o., repre-
senting the base wage, and A, representing the profit-sharing coefficient,
are both treated in the short run as exogenously fixed. A wage system
here is just a special case of a profit-sharing system with the share coeffi-
cient A = 0.

When 1 workers are hired by the firm, total net profits are

rr(1) = (1 - X)(R(l) - oil).

If unlimited amounts of labor are available to be hired on the given
share contract, the firm will choose to hire workers to the point where

R'(l) =

But the marginal revenue product of labor with isoelastic demand
curve and linear production function is related to price charged, p, by
the formula

R'(l) = ypip..

Combining the above two expressions, with unlimited supplies of la-
bor available on the quasi-fixed pay contract, each firm would choose to
set its price at the level

= JLW/y.

The corresponding desired or target aggregate output level of the
profit-sharing system with fixed pay parameters denote& Y',
would then be, from the aggregate demand specification,

crA +

The strictly hypothetical variable Y' measures what firms would like to
produce in the aggregate on the given pay contract if there were no over-
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all labor constraint. Let the actual full employment output level of the
economy be Real aggregate production Y must then be the smaller of
the demand-determined target Y' and the supply-determined capacity

i.e.,

Y =

The price corresponding to the full employment case Y = is, from
the aggregate demand specification,

= — aA).

We have thus derived a complete theoretical description of the short-
run behavior of the macroeconomic variables (Y,P) as a function of the
quasi-fixed parameters a, f3, A, M, ü, A. To recapitulate the methodology,
each firm makes its short-run pricing, output, and employment deci-
sions to maximize profits given the rigid labor payment parameters, the
state of aggregate demand, and the prices that all the other firms are
charging. The economy's short-run behavior is modeled as the Nash
equilibrium outcome of this individualistic profit-maximizing process,
which simultaneously satisfies the basic macroeconomic aggregate de-
mand condition.

The economy in the regime Y' < exhibits textbook Keynesian
behavior in the short run when pay parameters can be treated as quasi-
fixed. The price level P' cannot be directly affected by government poi-
icy. But output Y' responds via the standard Keynesian multipliers to
changes in autonomous real spending A or money supply M.

By contrast, when Y' > Yt the economy displays classical or mon-
etarist characteristics in a short run where pay parameters are quasi-
fixed. Government aggregate demand management has no influence on
real output, already at full employment, but directly influences the price
level. Monetary policy is strictly neutral, with prices directly propor-
tional to M. Expansionary fiscal policy has only an inflationary impact,
since it crowds out private spending.

An immediately striking result is that the share parameter A does not
affect real national product or the price level (although it does affect real
pay and the distribution of income). Only the value of o, representing to
a firm the "hard" money cost of taking on an extra worker (as opposed to
the "soft" cost of a share of incremental gross profits), influences the
overall level of national income. If workers in a wage economy agree to
receive 80 percent of their pay in the form of base wages and 20 percent
in the form of a profit-sharing bonus, the effect on national product, em-
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ployment, and prices is "as if" wages had been cut by 20 percent while
aggregate demand (real autonomous spending and the money supply)
was being maintained at the same level.3

When a wage economy (A = 0) suffering from unemployment con-
verts to a profit-sharing formula whose parameters are initially set so
that each employed worker is at first paid the same amount, the change
will make all workers better off after the economy adjusts. Real pay in a
profit-sharing system is

WIP = (1 — X)w/P + Ay/L.

After conversion from a wage system to an "equivalent" profit-sharing
system initially yielding the same pay, the share economy firms are in-
duced to expand output and employment while lowering price. If labor
productivity YIL is not countercyclical, real pay must increase. In addi-
tion, new jobs have been created, so there are more employed workers,
each of whom is receiving higher real pay. In this sense a seemingly neu-
tral move toward profit sharing represents an unambiguous improve-
ment for the working class.

Note that the argument applies only when a sufficiently large number
of firms of a wage economy simultaneously convert to profit-sharing
plans. If one firm alone converts, and if it attempts to hire new workers,
it will only be at the expense of driving down the pay of its original work-
ers. So coordination may be required to induce people to convert to a
share system: one possibility is to have the government reward profit-
sharing workers, by preferential tax treatment of share income, for their
part in creating the positive externality of a tight labor market.

Consider next a longer-run situation where the set-up is the same as
before except that pay parameters are now endogenously determined.
For simplicity I will treat the base case of perfect competition in the labor
market. The interested reader can consult a more complicated formula-
tion of an imperfectly competitive labor market where it is shown that
the same conclusions hold a fortiori.4 I should point out that I view the
hypothesis of competitive equilibrium in the labor market not as a literal
description but more as a long-term approximation or norm that is never
actually attained, yet forms a useful basis for talking about possible de-
partures from normalcy.

In a wage economy (A 0), under thorough-going competition
where each firm is free to set its own wage rate and does so to maximize
3. The reader will note that this conclusion holds under much more general conditions

than the.specific model being treated here.
4. See Weitzman (1986), forthcoming.
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profits taking as given the prevailing level of pay throughout the econ-
omy, the limiting Nash equilibrium behavior as each firm becomes a neg-
ligible buyer of labor yields the full employment wage

= — aA).

The next question is what happens when X > 0. The basic concept of
competitive equilibrium in the labor market is essentially the same for a
share system as for a wage system. Given the pay parameters every other
firm is selecting, each firm is free to choose its own pay parameters but
must live with the consequences of labor shortage if it selects values that
are too low. The underlying solution concept is a symmetric Nash equi-
librium in pay parameters, which means that if all firms are selecting
(w,A) as parameter values, it is not profitable for any one firm to deviate
from that pattern.

A basic theoretical result is that any pair (o.,X) constitutes a long-run
competitive equilibrium in pay parameters if and only if it delivers to
each worker the same pay as the equilibrium wage system (w*, 0) operat-
ing under otherwise identical circumstances. There is thus an inverse re-
lationship between long-run equilibrium values of A and w and, hence,
one extra degree of freedom in determining the pay parameters of a
profit-sharing system. The intuitive explanation is roughly as follows. In
long-run competitive equilibrium, because of migration pressure, each
worker must end up with the same pay no matter what the ostensible
form of the payment (how it is split between straight money wages and
shares of profit). Given the fact that every firm must end up paying the
prevailing wage whatever parameter values it selects, the profit-sharing
firm can do no better in the long run than to hire labor to the point where
the marginal revenue product of an extra worker is equal to the prevail-
ing wage, then setting its pay parameters accommodatingly during con-
tract time to yield that going compensation for its workers.

There are two major implications of this result. The first is that wage
and profit-sharing systems are essentially isomorphic in a long-run sta-
tionary equilibrium with competitive labor markets. But, and this is the
more important implication, the short-run properties of the two systems
(when pay parameters are quasi-fixed) are quite strikingly different in
the neighborhood of a long-run equilibrium position. As A goes up, the
corresponding competitive value of w goes down. A genuine profit-
sharing system in equilibrium will then be operating well inside the full
employment region, with plenty to spare, while a wage economy is bor-
derline full employment at best. A formal way of stating this idea is as
follows.
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When identical-twin wage and profit-sharing economies are placed in
the same stationary environment, with competitive labor markets, both
economies will gravitate toward the same long-run full-employment
equilibrium. But then perform the following thought experiment. Dis-
turb each economy and observe the short-run reaction when pay
parameters are quasi-fixed but everything else is allowed to vary. The
profit-sharing economy will remain at full employment after a distur-
bance, because the base wage determines desired aggregate output Y',
while a contractionary shock will cause a wage economy to disemploy
labor. And, after the identical adverse shocks to both systems, the wage
economy will essentially display Keynesian characteristics, while the
profit-sharing economy will continue to have essentially monetarist
properties. It should not be hard to imagine why a profit-sharing system
is then more resistant to stagflation than a wage system.

Let me note in passing that a profit-sharing system does not eliminate
unemployment by, "in effect," lowering wages to the point where equi-
librium is automatically maintained. The driving force behind full em-
ployment in a profit-sharing system is not a disguised form of wage
flexibility in the usual, classic sense of that term. A profit-sharing sys-
tem will remain at full employment even when worker pay is above the
marginal revenue product of labor. The point is not that one system op-
erates closer to equilibrium than another, but rather that the form of dis-
equilibrium response to unexpected disturbances is different. Roughly
speaking, the short-term response of a share economy holds the quan-
tity of hired labor (and output) at its full-employment level, with the dis-
equilibrium showing itself on the price (or value) side (workers are
temporarily not paid their marginal value). Wage economies, on the
other hand, tend to respond to contractionary shocks by holding equi-
librium prices (or values) in line (workers are always compensated their
marginal value) while the quantities of employment (and output) de-
cline. In the long run both systems tend to the same equilibrium, but
their short-run behavior out of equilibrium is quite different. And, of
course, it is far more important for overall economic welfare that the sys-
tem as a whole maintains a full-employment flow of goods and services
throughout a contractionary shock than that some secondary marginal-
value efficiency conditions on the level of the firm are being satisfied.

SOME BASIC QUESTIONS AND ANSWERS ABOUT PROFIT SHARING

So far I have outlined, in general form, basic argument why, for a
given level of autonomous spending and money supply, profit sharing
tends to result in higher levels of employment and output with lower
prices. The technical aspects of modeling a profit-sharing economy have
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been treated in the literature.5 Here I would like to deal with some of the
major objections that have been raised. The most effective way to do this,
I believe, is to answer questions the way they are typically posed by as-
bite critics.

A system that shares profits is analogous to the notorious sharecropping sys-
tem in agriculture. As everyone knows, and many of the classical economists
pointed out, such a system reduces the incentives to invest because the capitalist
must share some part of increased profits with the workers. Wouldn't profit shar-
ing cause underinvestment, too little capital, and too low labor productivity?

The classical economists were wrong on this point, or at least incom-
plete. They had in mind a situation where pay parameters were more or
less permanently frozen. In that case profit sharing would, indeed, cause
underinvestment for the well-publicized reason that any incremental
profits would have to be shared with labor. But over the longer time hori-
zon relevant to decisions about durable capital investments, where ei-
ther base wages or profit-sharing coefficients (or both) are relatively
plastic and respond to quasi-competitive long-run labor market forces,
both wage and profit-sharing systems stimulate equal efforts toward
output-increasing improvements—to the point where the marginal reve-
nue product of capital equals the interest rate. Even if this theoretical iso-
morphism between investment in wage and profit-sharing systems did
not exist, the cost of capital is only one side of the picture, and probably
the less important side. The other consideration is the demand side. If
profit sharing results in a macroeconomic environment where output is
being stabilized at or near the full-employment, full-capacity level, while
a wage economy results in erratic, fluctuation-prone output and capac-
ity utilization levels, there is bound to be more investment in a profit-
sharing economy. And, as if these two arguments were not enough,
interest rates, investment tax credits, and the like could be used to influ-
ence investment decisions in any system. The really important distinc-
tion concerns the average level of unemployed resources.

A key part of the mechanism causing a profit-sharing firm to want to expand
employment is that the marginal revenue product of labor under such a system
exceeds the marginal cost of labor. But this occurs because, in effect, the addi-
tional hired worker dilutes the profits per worker which the previously hired
workers receive. Wouldn't this cause resentment by the already existing labor

5. See Weitzman (1983), (1984), (1985), (1986).
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force against newly hired workers and, in extreme cases, lead to restrictions
against new hires?

First of all, it is important to keep things in perspective by realizing
that even a worse-case scenario where profit sharing "merely" dampens
economic downturns by encouraging employers to lay off fewer workers
during recessions still represents an economic benefit of potentially
enormous magnitude. If profit sharing did nothing more than reduce
downside risks to an economy, it would still be tremendously important.
And when it comes to internal labor relations, let us not forget that the
wage system is hardly a bed of roses. Younger, untenured workers are
pitted against older, high-seniority workers in the jobs vs. wages deci-
sion. Featherbedding is widespread. Workers resist the introduction of
new labor-saving technology and, more generally, take relatively little in-
terest in the fortunes of the firm because they do not have any direct
stake in its profitability. Worker alienation is widespread in an environ-
ment where the employer is essentially indifferent on the margin to
whether the worker stays or goes.

Any system where a substantial number of the major firms are operat-
ing with the marginal cost of labor lower than the marginal value of labor
will have an inherent predilection toward providing more employment
and expanding output. This tendency may take a long time to be fully
realized, it may be frustrated by aggressive unions (where they exist) or
voluntarily slowed by the employers themselves. But if the incremental,
hardly noticed decision at the margin has more of a bias than before to
lean toward letting go of fewer workers during bad times and taking on
more of them during good times, then gradually, perhaps imperceptibly,
the system will ratchet itself toward an ever-tighter labor market. The
point is not that widespread conversion to profit sharing would instantly
result in full employment. To eventually create a tight labor market it suf-
fices that during downswings a few less workers than under a wage sys-
tem are laid off and during upswings a few more workers than under a
wage system are hired. Why is the employers' incentive to maintain or
even slowly increase employment in a system of widespread profit shar-
ing likely to prevail over the insider workers' possible incentive to resist?

When an entire economy of profit-sharing firms is geared up and
functioning smoothly, there is a significant excess demand for labor as a
whole and there are no long-term jobless people to be picked up easily.
New labor must come primarily from other share firms, presumably
yielded up in grudging amounts. In a tight labor market the tenuous af-
termath of hiring a few more workers in one profit-sharing firm will
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scarcely be noticed, disguised as it must be behind a myriad of more im-
portant economic changes that much more directly influence short-term
profitability. In a profit-sharing system, effort spent to enhance produc-
tivity and profits has a much higher payoff for the aheady-employed
workers of a profit-sharing firm than effort spent on restricting new
hires. It noting that restriction of new hires becomes an issue
only in those exceptional firms or industries where senior workers are
trying to protect a noncompetitive pay level held artifically above the
going market rate for that job category—new workers will have no incen-
tive to join a firm in the first place unless they can receive a higher pay
there than elsewhere.

So, as I see it, there will most likely be little trouble persuading unions
to retain their members once a profit-sharing system is geared
up and running smoothly. (Can anyone imagine a situation where a
union is pressuring the employer to lay off some of its members?) The
more relevant issue concerns getting from here to there in an environ-
ment of less than full employment. For this purpose I advocate strong
tax incentives making it in workers' strong self-interest to want to take
some significant fraction of their pay in the form of profit sharing no
matter what other workers in other firms are doing. In the U.S. context
such tax incentives might take the form of a "working person's capital
gains tax" which would tax profit-sharing income at the same reduced
rates as long-term capital gains, up to some reasonable limit. I have cal-
culated6 that even under very extreme assumptions a substantial tax re-
duction for profit-sharing income would break even and pay for itself as
a tax reform if it reduced the unemployment rate by just one percentage
point. Any further reduction of unemployment from widespread profit
sharing would translate into a federal budget surplus of some $30 billion
per percentage point of reduced unemployment. The tax benefits would
only be granted in situations where the union and employer explicitly
agree to forswear any restrictive hiring practices. No union is compelled
to petition for the special tax status of a share plan. But when it chooses
to participate, a union cannot enjoy the considerable tax benefits with-
out reaffirming an already existing legal commitment to open its ranks to
as many qualffied members and apprentices as the company wishes to
hire under the agreed-upon share contract. This is a logical requirement
for the government to insist on, since the entire raison d'être of the dif-
ferential tax treatment is to encourage increased employment. In the
U.S. today, approximately 17 percent of the work force is unionized and
that percentage is currently declining at a rate of about one point per

6. See Weitzman (1984).
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year. I cannot think of any compelling reason why the U.S. economy
could not be purposely put on more of a profit-sharing basis. The Euro-
pean economes have a more solidaristic labor movement, are much
more highly unionized, and in general display less flexible attitudes to-
ward social and economic change. There is no question but that the
introduction of widespread profit sharing would require a cultural revo-
lution of sorts for European-style economies. On the other hand, these
economies are suffering from extremely high unemployment rates, there
is a pervasive sense that the old ways of doing things are inadequate, and
there is some feeling that perhaps radical structural reforms are
required.

It is best to be under no illusions about the political realities involved
in making an economywide transition to a system based on profit-
sharing principles. Some people are hurt by change, any change, and
they will shout loudest to preserve the status quo even though, as with
free trade, a share system is highly beneficial to the population as a
whole. I believe that pure self-interest based on strong tax incentives in
favor of profit-sharing income wifi go a long way toward convincing
unions and others to look favorably upon a system that guarantees
that aggregate output will be produced, and consumed, at the full-
employment level even if it erodes the monopoly rent above the competi-
tive pay which they currently enjoy. If the tax incentives are strong
enough, a unionized firm wifi not only be enticed to join the share econ-
omy, but in a sense will be driven to enroll. It will be compelled because,
if many other firms adopt share plans and if the pecuniary advantages in
the form of tax savings are significant enough (larger than the union pre-
mium), a union will be unable to compete for members without follow-
ing course. And the potential tax benefits could be made extremely
attractive without doing fiscal harm to the federal budget since the in-
creases in government revenues and decreases in outlays obtained from
maintaining permanent full employment are so enormous. No union
would be compelled to petition for the special tax status of a share plan.
But when it chooses to participate, a union cannot enjoy the tax benefits
without forswearing restrictive hiring practices. No matter how well-
designed the incentives, such change will require genuine consensus, a
general agreement cutting across left-right political lines, that the broad
social gains of permanent full employment without inflation are worth
more than the narrow private losses that will inevitably be incurred
here and there.

In summary, then, it must be admitted that widespread profit sharing
will probably alter the nature of industrial relations. There is no question
but that workers sharing profits with management represents a different
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way from the wage system of doing business in the labor market. In an
imaginative paper, Daniel Mitchell has argued that share bargaining is
likely to prove healthy and invigorating for American labor unions—call-
ing for new expertise and an expanded role—even though most of the
old guard will initially oppose it.7 The relevant theory shows that if the
firm retains control of the employment decision, other things being
equal a profit-sharing system results in greater output, higher em-
ployment, and lower prices. The trick is to make the transition to profit
sharing while preserving the employer's traditional right to decide, ulti-
mately, the employment level, at the same time allowing workers to bar-
gain over base wages and profit-sharing coefficients. I do not think this
trick is all that difficult to accomplish because, in contrast to other "in-
comes policies," it builds on already existing natural tendencies. (Profit
sharing is not an exotic innovatioti or a completely externally imposed
artifice, but an already existing reality for many tens of millions of work-
ers.) Besides, widespread conversion to profit sharing will probably re-
quire government incentives anyway (this point will be expanded later)
and the issue then reduces to building into such incentives manage-
ment's traditional right to expand employment.

Under a wage system the firm bears all the risk, while under a profit-sharing
system the worker bears some risk. Doesn't profit sharing therefore represent a
socially inefficient form of risk bearing, since the stockholder can naturally diver-
sify risks more easily than the worker?

The reasoning traditionally put forward to support this "insurance"
argument is fallacious, being based on a partial equilibrium view that
does not take into account the radically different macroeconomic conse-
quences of the two systems for overall employment and aggregate out-
put. The fixed wage does not stabilize labor income. What is true for the
individual tenured worker is not true for labor as a whole. When a more
complete analysis is performed, which considers the situation not as
seen by a tenured, high-seniority worker who already has job security,
but as seen by a neutral observer with a reasonably specified social wel-
fare function defined over the entire population, it becomes abundantly
dear that the welfare advantages of a profit-sharing system (which deliv-
ers permanent full employment) are enormously greater than a wage
system (which permits unemployment). The basic reason is not difficult
to understand. A wage system allows huge first-order Okun-gap losses
of output and welfare to open up when a significant slice of the national-

7. See Mitchell (1985).
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income pie evaporates with unemployment. A profit-sharing system
stabilizes aggregate output at the full-employment level, creating the big-
gest possible national-income pie, while permitting only small second-
order Harburger-triangle losses to arise because some crumbs have been
randomly redistributed from a worker in one firm to a worker in
another. It is extremely difficult to cook up an empirical real-world sce-
nario, with reasonable numbers and specifications, where a profit-
sharing system with a moderate amount of profit sharing (say 20 percent
of a worker's total pay) does not deliver significantly greater social wel-
fare than a wage system. As if this argument alone were not enough, it
would be a mistake to extrapolate the demand variability now observed
in the firms of a wage economy to .a share economy. Cyclical industries
such as machine tools, metals, building materials, construction, and the
like would not fluctuate nearly so much, since the share economy is per-
manently operating at or near full capacity. Every firm of a profit-sharing
system would exhibit significantly greater demand stability than we are
now accustomed to because a budding recession cannot feed upon itself
in a fully employed economy. In addition, enterprising insurance com-
panies are sure to offer to reduce risk further for the employees of big
profit-sharing corporations by offering neatly packaged policies that will
insure share fluctuations for a premium. (The insurance companies can
cover themselves to some degree by selling the company stock short.)

If profit sharing represents such a great idea for operating a market economy,
why don't we see more examples of it arising spontaneously?

There are some significant examples of profit sharing. In Japan, Korea,
and Taiwan, it can be argued, modest (although significant) steps have
been taken in this direction. The performance of these economies hardly
supports the view that widespread prOfit sharing is likely to prove dele-
terious. In the U.S. economy, about 15 percent of firms have what they
call profit-sharing plans. (It is questionable how many of these plans
would satisfy reasonably objective economic criteria.) Although the
issue has not been studied in a rigorous way, it is clear that many of these
profit-sharing firms are among the most progressive, advanced com-
panies in the economy. As just one informal indication, in a well-known
book called The 100 Best Companies to Work for in America, over half of the
cited companies identify themselves as having profit-sharing plans of
some kind.

The reason profit sharing is not more widespread involves an exter-
nality or market failure of enormous magnitude. In choosing a particular
contract form, the firm and its workers only calculate the effects on them-
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selves. They take no account whatsoever of the possible effects on the
rest of the economy. When a firm and its workers select a labor contract
with a strong profit-sharing component they are contributing to an atmo-
sphere of full employment and brisk aggregate demand without infla-
tion because the firm is then more willing to hire new "outsider" workers
and to expand output by riding down its demand curve, lowering its
price. But these macroeconomic advantages to the outsiders do not prop-
erly accrue to those insiders who make the decision. Like clean air, the
benefits are spread throughout the community. The wage firm and its
workers do not have the proper incentives to cease polluting the macro-
economic environment by converting to a share contract. The essence of
•the public-good aspect of the problem is that, in choosing between con-
tract forms, the firm and its workers do not take into account the em-
ployment effects on the labor market as a whole and the consequent
spending implications for aggregate demand. The macroeconomic exter-
nality of a tight labor market is helped by a share contract and hurt by a
wage contract, but the difference is uncompensated. In such situations
there can be no presumption that the economy is optimally organized
and societywide reform may be needed tO nudge firms and workers to-
ward increased profit sharing.

Alternative Structural Approaches
Profit sharing is not the only proposal for structural reform of the labor
market that might help with the stagflation policy dilemma. In the next
three sections I will try to assess critically what I see as three other major
prototypes for structural reform of the labor market: incomes policy,
two-tiered pay, and employee control. In effect I will be arguing that, al-
though each may have a positive, constructive role to play, profit sharing
is overall the most promising of the alternatives. But it is important, in
my opinion, to have an open mind and to maintain a constructive atti-
tude toward almost any structural plan that might have a reasonable
chance of lowering unemployment. This is especially true for a world
where, in the final analysis, political feasibility may well be the dominant
constraint.

INCOMES POLICY

Understanding the term liberally, "incomes policy" is• a tremendously
broad subject with an enormous literature.8 All I can hope to do here is

8. Two recent books contain good bibliographies. For the United States see Rockoff (1985).
For Europe see Flanagan et al. (1983).
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place the subject in some comparative perspective as a labor-market
policy.

The common strand of incomes policy is a desire to bring the economy
back doser to the old-fashioned textbook Keynesian model by exerting
some control over the upward pressure of wages and prices. The point of
departure is the empirical observation that cost-push or sellers' inflation
typically sets in well before the economy reaches full employment. If
only prices and wages could be held down, Keynesian expansionary
policies might be carried further toward full employment without trig-
gering inflation.

Initially, incomes policy was primarily conceived as wage and price
controls of the typical wartime variety. A major problem is that it is an
enormous administrative task to control all, or even just the most impor-
tant, prices in a market economy without introducing allocative dis-
tortions all over the economic landscape. During wartime, when the
priorities are few and simple and the population is motivated to cooper-
ate, this problem is perhaps not insurmountable. But it can become over-
whelming during more normal times. Critics of incomes policy are
typically quick to seize upon the microeconomic distortions as fatally
damaging. Actually, the relevant consideration is whether the micro-
economic distortions are more costly than the macroeconomic losses
of income and output from conducting anti-inflationary campaigns
without incomes policy. Here the answer is not so clear-cut, but old-
fashioned wage-price controls stifi probably get the lowest grades out of
the class of all incomes policies.

Wages are somewhat easier to control than prices, and, economic the-
ory teaches us, it probably suffices to control them since prices are
largely determined by wage costs. But wage control, while easier than
price control, is still a difficult, messy business to administer. And, per-
haps more to the point, controlling wages alone is widely viewed in
a political context as being inequitable. There are schemes to get back
some symmetry by also controlling "excess profits," but I doubt that this
abstraction would much appease labor.

Another problem with traditional wage-price controls is what hap-
pens when they are removed. If in the meantime macroeconomic policy
has not been appropriately adjusted, and it is frequently difficult to
make the appropriate adjustments (both for informational reasons and
lack of willpower), the economy may roar back to its previous position
and much .of the intended benefit will have been undone. The removal of
wartime controls after the war is almost always a ticklish issue because of
this problem.

While there is some debate about their empirical efficacy, the postwar
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experience of several nuxed economies that experimented with wage-
price controls has not, on the whole, been very encouraging. There may
be a legitimate short-period function for controls as part of a coordinated
inflation-fighting strategy, but they are probably not viable in peacetime
as a long-term device. This is especially true in a political dimate where
government intervention into individual markets is already viewed with
no small degree of suspicion.

The United States experimented on a sporadic basis with voluntary
wage-price restraints during the Kennedy-Johnson and Carter admin-
istrations. While a few studies have attempted to assess the impact,9 no
consensus has emerged concerning whether or not—or how much—
good was done in halting inflation.

A more market-oriented dass of incomes policy has emerged in the
last fifteen years. Called TIPs (tax-based incentive policies),'° this ap-
proach attempts to defeat cost-push inflation by making it expensive. A
number of variants have been proposed. Most would tax wage and price
increases above a certain prescribed norm. The advantage over straight
wage-price controls is that the firm is allowed a certain degree of flexibility
since it makes the choices, thus mitigating somewhat the degree of ineffi-
ciency in resource allocation that inevitably accompanies any form of in-
comes policy.

Like traditional wage-price controls, TIPs come in several variants—
wages alone, wages and prices, wages and profits, etc. Any TIP plan
shares with its wage-price control analogue the problem of administra-
tion because TIP is essentially a form of wage-price control where the
penalty system is more flexible. Basically the same norm-setting dilem-
mas and bureaucratic problems are involved—if anything, it may be
more complicated to administer TIP than wage-price controls because
the exact degree of compliance must now be monitored.

Some proponents of TIP-like plans would maintain the plans perma-
nently while others would use them only temporarily. One imaginative
plan calls for a permanent wage tax offset by an employment subsidy."
The argument is that such a plan would help to lower the NAIRU'2 to the
extent that it has been caused by monopolistic wage-setting practices.
This approach seems more appropriate to the European context, and,
indeed, most such ideas have originated in Britain.

There has been very little actual experience with TIP-like plans. The

9. See for examples the references cited in Colander (1986), especially in chapters 11 and
12.

10. Cölandèr (1986) contains an extensive bibliography.
11. Jackman and Layard (1985).
12. Non Accelerating Inflation Rate of Unemployment.
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closest we have come in the United States is the Carter administration's
"real wage insurance plan," which was proposed by the administration
but was never passed by Congress. The history of the real wage insur-
ance plan, with its ever-increasing complexity attending each new re-
writing, makes instructive reading for TIP enthusiasts looking for dues
as to how such plans might have to look in practice to gain political
acquiescence.

Despite the administrative drawbacks, and despite the inevitable loss
of some allocative efficiency, the only fair economic comparison has to be
made with the alternative of fighting inflation by purely macroeconomic
strategies like policy-induced recessions. TIP-like policies might well
form part of a policy package assault on bringing unemployment rates
down without triggering inflation—in the United States and even more
so in Europe—but the economics profession has been lukewarm or cyni-
cal and the public is no better than indifferent. I believe the essential
problem is that such plans are viewed as inherently involving wide-
spread government interference at a detailed microeconomic level, which
goes against the political currents now flowing.

An even more ambitious type of incomes policy is MAP (market-based
anti-inflation plan), which essentially makes a tradeable market in rights
to inflate, the total number of certificates to be issued by the government.
On a purely intellectual level it is quite a clever proposal. But, in a way,
its cleverness is its own undoing in a world that can barely understand
the logic of considerably simpler TIP-like plans. It seems hardly worth
fighting for a plan that might involve somewhat superior theoretical
properties than the better-known TIP but would probably face even
greater difficulty in public acceptance.

My conclusion about incomes policies is this. They are capable of
being a good short-term measure under certain circumstances as part of
an overall strategy. Their principal drawback is political and social. In-
comes policies are perceived as nonindigenous species. They have no
counterpart or analogue in the private market, which the public can view
as a natural antecedent. Instead, incomes policies, are widely seen as rep-
resenting a pure form of government interference directly at the micro-
economic level where it is most threatening and least well tolerated.

TWO-flERED PAY

While most pay systems are based, at least in theory, on the egalitarian
principle of "equal pay for equal work," recently in the United States
there have sprung up examples of inequalitarian two-tiered pay systems
that explicitly pay new hires at a lower rate than previously hired work-
ers were at first paid. Thus, a newly hired worker this year might be paid
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significantly less than last year's new hire and be tracked onto a signifi-
cantly lower pay ladder. Sometimes it is intended that such discriniina-
tion be "temporary"—say, for five years, or until the company regains
greater profitability, or whatever—while in other instances the intended
duration of the two different pay profiles is vague. The motivation be-
hind two-tiered systems is fairly clear. In the present internationally
competitive and deregulated environment, many firms have found them-
selves utider great pressure to lower labor costs. But frequently there is
resistance to so doing by noncompetitive forces—usually in the form of
a militant labor union. To an extent that is astonishing by pre-1980s stan-
dards, there have been a fair number of union givebacks in cases where
the company has forcefully threatened to otherwise shut down opera-
tions and produce mass layoffs. Two-tiered systems represent a kind of
compromise position where the union retains higher pay than would
otherwise be the case for its current members, but accepts reduced pay
for new employees. It is not difficult to understand why unions basically
dislike two-tiered pay systems and occasionally accept them, but with
great reluctance, only as a lesser evil than lowering their own current
members' wages. In industries with large turnover, two-tiered wage sys-
tems amount to a phased-in wage cut. But even without the turnover
issue, acceptance of two-tiered pay poses a very unpleasant dilemma for
a union. If "old" union members allow discriminatory pay, lower than
they were the:nselves initially offered at a corresponding level of experi-
ence, for entering "new" members, why should the "new" union mem-
bers, whose proportion is naturally increasing over time, defend the
right of the "old" members to keep their arbitrary differential if and
when the company seeks to lower or even eliminate pay differences the
next time around? For this cogent reason, as well as the fact that union
membership is diminishing (17 percent of the current work force and de-
dining at a rate of about 1 percent per year), two-tiered pay systems are
unlikely to become a significant phenomenon in the United States.13

As a theoretical matter, could the two-tiered wage system we now see
occasionally springing up in the United States serve as a kind of model
13. Two-tiered wage systems are probably even more unlikely to become a significant fac-

tor in the solidaristic labor markets of Europe. The Japanese nènko system, as we shall
see, has a relatively steep age-earnings profile, so that it is, de facto, a multi-tiered pay
system. But the profile of length-of-service wage ratios is traditionally quite rigid, and
therefore nondiscriminatory, so that the unions do not fear the playing off of one seg-
ment against the other or the lowering of "new" compared with "old" workers' pay.
The type of two-tiered, or even multi-tiered, systems being discussed here are concep-
tually quite different, therefore, from the Japanese nenko system, wherein the firm,
making'a lifetime commitment to employment, presumably decides about new hires on
the basis of something like a present discounted cost and benefit calculation.
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approach to eliminating or greatly reducing unemployment on the mac-
roeconomic level? This is not an easy question to answer. Probably a
more widespread use of two-tiered systems might reduce unemploy-
ment somewhat. (It would certainly be difficult to argue otherwise—how
could it possibly increase unemployment?)

One strike against such approaches is their explicitly inequalitarian
nature, which, with or without labor unions, could be viewed as unfair,
repugnant, or inherently conflictual. As opposed to this view one must
ask, as always, whether the alternative of greater unemployment is less
unfair, less repugnant, or less inherently conffictual. Stifi, I think there is
a very fundamental difficulty with inequalitarian pay scales and with
blatant violations of "equal pay for equal work," at the same level of expe-
rience and job tenure, in the American workplace at least, that are not so
easy to wave away. I am not sure that creating a second-dass citizenry
within the same work organization will not lead to strong internal ten-
sions, as it typically does in a wide variety of other contexts. The concept
that all hired workers should be treated symmetrically (if not equally) by
their company is, to my mind, a very deeply rooted culture myth.

Suppose it were conceded that two-tiered wage systems are likely to
reduce unemployment somewhat. We might legitimately stifi wonder
how far this effect is likely to go. The mainstream explanation of cyclical
unemployment involves wage stickiness as a central ingredient. Why
would not the second-tier wage also become sticky, even if not so sticky
as the first-tier wage? The answer must depend greatly upon what one
believes is behind the original first-tier wage stickiness. Whatever the ul-
timate explanation—and we have, of course, seen a great many theoreti-
cal attempts—it is difficult to envision circumstances that would make
the second tier of wages singularly free of stickiness. While I am pre-
pared to believe that more widespread adoption of two-tiered wage sys-
tems might help somewhat to reduce unemployment, it is difficult for me
to think of this as a breakthrough solution concept worthy of any great
proselytizing effort. The problem is that whatever forces are causing first-
tier wage stickiness are likely, although perhaps in somewhat attenuated
strength, to cause second-tier wage stickiness. Of course one could go to
three-tier wage systems, and so on, but the endeavor seems remarkably
like trying to sneak through the back door a wage flexibility that simply
will not be allowed to pass through the front door. Far more desirable
than the inequalitarian principle of unequal pay for equal work in the
same workplace, I believe, would be a system that automatically pre-
serves full employment even when sluggish pay parameters are frozen at
the "wrong" levels.

I
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EMPLOYEE CONTROL

"Employee control" is a term encompassing a broad spectrum of pro-
posals for labor market reform. For some, the term connotes a quite
radical reorganization of work relations—really some form of socialism
or anarcho-syndicalism following loosely in the utopian tradition of, say,
Robert Owen. Others see employee control as a minor but important
variation on the prevaffing capitalist theme, where workers merely own
more of their company's stock, and thereby exert more control over its
decisions. As might be expected, the kinds of suggestions for improving
capitalism being considered here are often heavily tainted with ideologi-
cal overtones. Indeed, ideology, rather than strictly economic considera-
tions, usually determines a typical proponent's attitude. At the one
extreme, worker management represents to some a kind of idealized
democratic socialism. At the other, those who strongly advocate em-
ployee stock plans are frequently attached to some vision
of peoples' capitalism. In between are often-fuzzy images of workers'
councils helping to &eate a more humane and more productive world.
In this kind of potentially charged environment, I should make my own
position clear. I am primarily interested in whether or not a proposed
reorganization increases employment without accelerating inflation. The
key.operational question is whether or not, after a particular form of
"employee control" is put into place, forces are set in motion that tend
to increase, or at least to facilitate, the hiring of currently unemployed
workers.

A common, typically implicit, article of faith among those advocating
increased employee control is that by eliminating the sharp distinction
between "us" who work for the company and "them" who own or direct
the company, economic performance will be bettered. After all, if the
workers own or control the firm, the distinction between wages and
profits largely vanishes, or at least becomes blurred. Isn't it then reason-
able to suppose that macroeconomic polices aimed at full employment
in such an environment would be more effective because the push on
wages, which bedevils current efforts to reconcile low unemployment
with low inflation, would be greatly diminished? It is hard to have a
problem of wage explosion, after all, when, at least in the extreme case,
there are no wages.

A major problem with this line of reasoning is that it is not supported
by the relevant theory.'4 Actually, the standard model of a labor coopera-

14. A good summary discussion with references to the literature is contained in Meade
(1982).
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tive whose members share an "earned surplus" dividend (instead of a
wage) has rather perverse employment properties. When the objective of
the cooperative is to maximize the dividend per member, what one nor-
mally thinks of as expansionary shocks actually cause the organization to
contract membership, while what one normally thinks of as contraction-
ary shocks induce expansion. Even granted that the model specification
may not be entirely appropriate, one is left with the uneasy feeling that
labor-managed firms are likely to have a contractionary bias compared
with their capitalist cousins. The reason is that the existing members of
the cooperative will desire to maximize not the total earned surplus, but
the earned surplus per member. If existing members control the employ-
ment decision, they will be willing to expand output 'by taking on new
members only so long as profits are increased at least in proportion to
the increase in membership size. But this is a more restrictive criterion
for expansion than the ordinary monopolist (who is interested primarily
in increasing total surplus) typically applies. Hence, turning firms into
worker co-ops whose members control the employment decision is likely
to result in fewer, not more, new hires. Consequently, I would say, there
is little basis for believing that labor cooperatives wifi aggressively at-
tempt to integrate unemployed workers into their system. The absorp-
tion of unemployed outsiders would come about presumably through
the creation of new cooperatives, which is, in my opinion, likely to prove
at least as unreliable a stimulus to new hires as wage cuts in the more
conventional setting.

There exists, additionally, a problem of risk sharing. As the point is
usually made, there is a good reason why capital should bear more risk
than labor—capital can be diversified in any portfolio, whereas labor
tends to have but one job at a time. Therefore, it is better if the variable
component of business income would accrue largely to capital, while the
worker is paid a fixed wage. This argument, so widely parroted by econ-
omists and seemingly so plausible, is in fact deeply fallacious. An ele-
mentary fallacy of composition is involved. What is a correct statement
for the individual high-seniority worker who already has job tenure is
not necessarily true for the working class as a whole. The problem of
unemployment is in fact the largest income risk that labor as a whole (as
opposed to the median worker) faces. If more variable pay for the indi-
vidual helps to preserve full employment for the group, while fixed pay
tends to cause unemployment, it is not the least bit clear why overall wel-
fare is improved by having the median worker paid a fixed wage. Actu-
ally, the correct presumption runs the other way around. For present
purposes it suffices to concentrate on the fundamental issue of whether
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or not the particular variable-income proposal under consideration tends
to decrease unemployment. As I have indicated, the egalitarian coopera-
tive does not appear to score high in this dimension.

James Meade proposes an imaginative variant of a labor-managed co-
operative based on the "inequalitarian principle" that new hires are
offered a different (presumably lower) number of shares than old hands.
The proposal is somewhat of a hybrid between the two-tiered (or multi-
tiered) payment system and the worker coop.'5 The major problem I have
with all multitiered payment systems (whether based on inequalitarian
wages or inequalitarian dividends) is in wondering why the nth tier of
an n-tiered system should be assumed to be a perfectly flexible subject
of rational discourse when the heart of the macroeconomic problem, or
so it seems to me, is the disequilibrium created when pay parameters (of
whatever sort) are inflexible in the face of changed demand conditions.
Virtually any system assuming perfect flexibility of pay parameters for
the marginal worker will yield full employment. But is this a reasonable
assumption? Perhaps it is. Perhaps society can be turned in this di-
rection. But I think that a more promising line is not to abandon the
egalitarian principle, and not to abandon the idea that the capitalist de-
termines the employment level, but rather to motivate that capitalist to
hire more workers, expand output, and charge lower prices.

If, as most observers have believed, the very essence of a cooperative
organization involves each member being treated equally with every..
other, so that no member has the feeling of being a second-class hired
hand, then a legitimate question arises concerning why we do not see
more examples of this organizational form. It is not for lack of trying.
History is littered with examples of transient cooperative movements.
Most failed to keep or attract members. A handful succeeded so well that
they became bona fide corporations in their own right. Either way, there
are remarkably few producer cooperatives in the modern industrial
landscape.

Why this should be so was first addressed and, to my mind, brilliantly
analyzed by the Russian Marxist economist Tugan-Baronovsky.'6 Tugan-
Baronovsky wondered whether producer cooperatives might be an in-
herently unstable form of economic organization. His answer was yes.
The reasoning is as follows. There are essentially two cases. If the co-
operative fails to keep its dividend per worker up to the competitive
wage level, its members, no matter how highly ideologically motivated,
will begin to drop out in favor of jobs elsewhere (or if the current mem-
15 See Meade (1986).
16. See Tugan-Baronovsky (1921). Ben-Ner (1984) contains an excellent discussion of these

issues.

L



Profit Sharing 319

bers don't, their children will). If, and this is the more subtle case, the
cooperative succeeds so well that its members are earning dividends
above the competitive wage, there will be strong economic pressures to
expand. But why should the current members dilute their above-market
earnings by admitting new members? If the present members would -in-
stead incorporate themselves and hire outsiders at the going rate, they
would make more money. In the case of a successful co-op there is then a
conflict between the economic motive of making money and the egalitar-
ian motive, which constitutes the essence of the cooperative philosophy,
of treating all members equally. As we know from many actual historical
examples, the economic motive tends to win out and the original mem-
bers of a successful co-op tend to evolve into capitalists of some sort
while the new members become more like hired workers. In either of the
two cases, then, the egalitarian producer cooperative is a transient, es-
sentially unstable economic organization.

What about the more openly capitalistic variants of "employee con-
trol," such as employee stock ownership plans (ESOPs)? Proponents of
this approach typically adhere to the following philosophy. Capitalism,
they believe, is basically a very fine system. But it is marred by a too-
concentrated ownership of the means of production in too few hands.
Corrective measures should be taken to spread capital around, so that
the community is more of a nation of capitalist-workers or worker-
capitalists. Especially desirable would be a situation where the worker-
capitalists essentially own the company they work for. Hence the moti-
vation for a spate of tax gimmicks encouraging employers to pay workers
stock in lieu of wages.

Whatever the possible political and social merits or drawbacks of a
world of worker-capitalists, it is difficult to find a hard economic ra-
tionale in favor of worker capitalism as opposed to ordinary capitalism.
When workers are paid stock in lieu of wages, why does that encourage
the company to hire the unemployed or to keep down prices? It is true
that certain delicately designed stock plans are actually much like profit
sharing and do encourage additional employment on the margin. But
the typical ESOP is not like this at all. (Perhaps it could be made more
like this, for example by making the value of stock distributions propor-
tional to profits per worker—and maybe the tax benefits should be only
granted in these cases.) In any event such considerations are not usually
what the typical ESOP supporter has in mind. Perhaps the fact that
workers "own" a part of the company helps to moderate wage demands
or motivates harder work. These might conceivably have macroeconomic
consequences, although it is hard to believe they would be substantial.
The idea that part of a worker's pay is linked to the well-being of the corn-
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pany (through the price of the stock) seems like a good idea that presum-
ably helps to stabilize employment. What is typically lacking in such
discussions is any kind of hard economic theory that clearly identifies
motives and behaviors under employee stock ownership that would re-
suit in improved macroeconomic performance. Perhaps such a connec-
tion can be made, but it is presently elusive, at least for me. In this sense
there is a strong contrast with profit sharing, where a relatively much
more tight economic theory can be used to argue that there might be
favorable employment consequences.

The one argument for worker capitalism I have found convincing con-
cerns situations where particular industries or regions are under duress
due to structural changes in the economy.'7 Plant closings can cripple a
community. Sometimes unions that vehemently oppose concession bar-
gaining or worker givebacks as an alternative to a plant closing will look
less unfavorably upon employee ownership. The union's attitude in such
situations is paradoxical because the very first thing the new worker-
owners typically find themselves doing is taking a "temporary" pay cut.
The same forces that made the plant uneconomical for the capitalist own-
ers will invariably make it unviable also for the new worker-owners if the
old wages must be paid. But since the mass layoffs attending plant shut-
downs can be such a traumatic event for a community of workers and
their dependents, we should not look lightly upon any measures,
however much they might involve face-saving gimmicks, that can keep
people employed a little longer. If the worker-owned plant is economi-
cally unviable, eventually the workers, or their children, will relocate to
other industries or other regions. But in the meantime the forces neces-
sitating such relocation will have been blunted somewhat, and the migra-
tion itself will take on more of a voluntary, gradual character, spurred on
by the de facto pay cuts that invariably accompany worker ownership of
a declining plant. In my opinion, temporary tax relief is warranted for
workers wishing to own and manage a plant that would otherwise be
shut down. However, I do not see in this particular argument, intended
to give short-term relief under special circumstances, the germ of a valid
general case for tilting an economy toward worker ownership.

Actually, my general instinct is that worker ownership, or even worker
control, is basically not a good idea under most circumstances. It is hard
to believe that the modern corporation (especially in an internationally
competitive environment) can be effectively run by a committee of work-
ers. The transience of worker cooperatives seems to me indirect evidence
of this thesis. While there are bound to be specific exceptions, I fear that

17. This theme is developed more fully in Bradley and Geib (1984).
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a worker-managed firm would generally have difficulty making the hard
choices that need to be made quickly in a fast-moving environment
where specific circumstances of time and place are important. Managers
representing workers would also, I believe, have some difficulty keeping
up the torrid pace of technological innovation upon which all economic
growth and welfare is ultimately based. I think it is ultimately in the
workers' own self-interest (just as it is ultimately in the consumers' self-
interest) not to sit on committees that democratically vote for what is to
be produced and how it is to be produced, but rather to be presented
with so many viable alternative job opportunities in a tight labor market
that the capitalist overseers simply have no choice but to provide high
pay and good working conditions.

Is Japan a "Share Economy"?
The task of comparing a particular theoretical model with the historical
experience of an actual functioning economy and drawing from such an
association the correct implications is one of the most challenging issues
in economics. Again and again we are required to make such judgments
because of the nature of economics. We cannot perform meaningful con-
trolled experiments on the level of a national economy. Nor are the time
series we confront sufficiently stationary, long enough, or possessed of
enough variation to settle many vital questions. So, like it or not, we are
forced back on the eclectic methodology of the historian to try to resolve
many important issues. As is often the case in historical analysis, how-
ever, there is room for many coexisting interpretations. It is in this spirit
that I want to report some empirical investigations of the Japanese bonus
system.

It has long been noted that the Japanese labor market is "different."
Perhaps the best operational statement of this observation is something
like the following. If one makes pairwise comparisons of labor markets in
OECD countries, they are more similar to each other than any one is to
the labor market of, say, the Soviet Union. But the OECD country that
looks least like the other OECD countries in pairwise comparisons is
Japan. There are several ways in which Japanese labor markets look dif-
ferent.'8 The following stylized facts might be taken as roughly descrip-
tive of how the "Japanese model" of the labor market differs somewhat
from others.'9

18. The remainder of this section contains some descriptive and summary material from
Freeman and Weitzman (1986), q.v. for a more complete analysis of the Japanese bonus
system.

19. Shimada (1983) contains an excellent survey of the English-language literature.
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1. Finns hire workers for "lifetime employment" (the shushin kayo sys-
tem). In fact this is done primarily by the large firms, and only for their
so-called "permanent" or "regular" employees (who constitute, typi-
cally, over three-fourths of the total). Nevertheless, the "lifetime com-
mitment mentality" seems to be a fair characterization of the Japanese
system as a whole, which, if anything, is probably becoming more valid
over time as the distinction between permanent and temporary em-
ployees seems to be breaking down.2°

2. There is a steep age-earnings profile for permanent workers up to
the retirement age of 55 or 60. Pay is determined primarily, but not exclu-
sively, by seniority. (This nenko system is beginning to erode in many
places as it increasingly comes to be viewed as anachronistic.)21

3. The Japanese workplace is a relatively cooperative and equalitarian
environment. There are few work rules, job reassignments are common,
and a high degree of company loyalty motivates productivity-enhancing
behavior. Unions are organized along enterprise or company lines. Blue-
and white-collar workers in the same firm are comparatively less differ-
entiated than elsewhere in terms of perquisites, treatment, union cover-
age, method of payment (monthly salaries rather than hourly wages,
with meaningful bonus payments), and how much they are paid.u

4. Japanese society as a whole displays a relatively intense commit-
ment at a grass-roots level to maintaining full employment. Companies
and unions seem almost ashamed to lay off workers outright. Layoffs are
not by seniority. There appears to be a somewhat higher degree of social
responsibility in wage setting, as was dramatically shown by labor heed-
ing the 1975 call for wage restraint in the face of strong inflation caused
by the first oil shock. Work sharing is common, as Japanese firms tend to
adjust hours (±4 percent compared with ±2 percent in other OECD
countries) rather than employment.u

5. A signfficant fraction of the average worker's pay is in the form of a
semiannual bonus.

I will now describe the Japanese bonus system in some detail. But it
should always be kept in mind that the bonus system is just one part

20. Koike (1983a), (1983b), and references therein, sometimes argues the contrarian view
that Japanese industrial relations, and particularly the lifetime employment system, are
not nearly so unique as is sometimes supposed. He has a point when he does not push
this view too hard. Perhaps a more balanced view is contained in Hashimoto and Rais-
ian (1985).

21. For discussion of the nenko system, see, e.g., Shimada (1983) or Shirai (1983b).
22. For descriptions of the Japanese workplace, see Koshiro (1983a).
23. On many of these points see Shirai (1983b). Hours adjustments are discussed in Ha-

mada and Kurosaka (1984).
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of the complicated, interrelated web of institutions and attitudes that
constitutes Japanese labor relations. It is difficult to sort out the pure
economic role of the bonus from the roles of lifetime employment corn-

layoffs not by seniority, the nenko system, and so forth.
The typical Japanese worker's pay is divided into two categories. The

first component is officially called kimatte shikyusuru kyuyo, "the wage
that is surely paid," which we will refer to simply as base wages, or
wages—although they are not really hourly wages at all, but rather a
monthly salary. (Actually the whole concept of "overtime" payments and
work is not sharply differentiated in Japan, suggesting that employment
rather than person-hours is the fundamental unit of labor usage for regu-
lar workers.) The second component is called "special cash payments" in
the official statistics and the defining characteristic is held to be that it is
a payment made "temporarily, unexpectedly, or erratically at the discre-
tion of the employer." This category consists overwhelmingly of bonus
payments, even when their terms and amounts are established by collec-
tive agreements.

The bonus payments are a significant economic entity. In recent years
they have constituted about one-fourth of a worker's pay. Economy-.
wide, aggregate bonus payments typically exceed before-tax profits.

Bonuses are usually paid twice a year—in summer (most frequently in
June and July), and at year end (December). Insignificant amounts are
sometimes paid in August, March, and January. The bonus probably
traces back in history to the time when merchants gave small gifts to em-
ployees at Buddhist festival times. Although blue-collar and low-status
white-collar workers before the war often received a lump sum of money
twice a year in addition to their regular pay, the amount of money in-
volved was tiny and in no way compared with the significant semiannual
profit-sharing bonuses received as a mark of honor by high-status white-
collar employees with advanced educational backgrounds.

Only after World War II did the payment system emerge in its present
form, as part of a broader trend. The main feature of this trend was a
deemphasis, to the point of near-elimination, of the invidious status
categories of prewar Japan with their implicit legacies of a feudal past.
As one byproduct of the immediate postwar process of democratizing
the workplace, which the unions fully supported, all regular em-
ployees—blue-collar and white- —were henceforth to be paid a monthly
salary instead of an hourly wage, supplemented by meaningful semian-
nual bonuses for every regular employee irrespective of category.24 While

24. This interpretation is emphasized by, among others, Shirai (1983b), p. 131.
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large relative to prewar and in comparison with other countries, at first
the bonus payments constituted less than two months' worth of supple-
ment rising gradually to over four months' by 1973 and falling back to
slightly more than three-and-one-half months' currently. Economywide
average bonus payments for regular private employees from 1958 through
1983 are shown in table 1 (expressed in months of base wages, which is
how most Japanese think of it).

The bonus system is widely viewed as serving three purposes. One
purpose is to compensate individual effort. Since the bonus is largely
discretionary, as opposed to the base wage of the nenko system (which
is primarily related to length of service), management typically makes
some part of a particular employee's bonus depend on the merit ap-

Table 1 JAPANESE BONUS PAYMENTS
(in months of base wages)

Year Bonus

1958 2.21
1959 2.38
1960 2.65
1961 2.90
1962 2.87
1963 2.99
1964 2.97
1965 2.97
1966 3.07
1967 3.17
1968 3.29
1969 3.54
1970 3.64
1971 3.79
1972 3.86
1973 4.26
1974 4.43
1975 3.96
1976 3.91
1977 3.83
1978 3.70
1979 3.76
1980 3.78
1981 3.77
1982 3.70
1983 3.60

Source. Bonus divided by wages; data from appendix.
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praisal of the individual worker's job A second purpose of
the bonus is to emphasize, symbolically and practically, the common
bond linking the company's well-being with the well-being of its regular
workers. Finally, the bonus system provides some pay flexibility to help
firms maintain the lifetime employment commitment over bad times and
good.

The timing of wage and bonus decisions frequently differs. Across
typical unionized companies the general features of base wage deter-
mination are quite similar, being the primary concern of the economy-
wide pattern-bargaining spring wage offensive (shunto) which typically
starts in February and peaks in April. Bonus determination is by com-
parison a much more idiosyncratic process, with several different pos-
sible time patterns of negotiation, depending upon the particular firm or
industry.

Bonus payments are also much more variable in amount than base
wages, on an aggregate level having almost three times the standard er-
ror and displaying even more variability relative to wages on an industry
level.26 This reflects a prevailing philosophy that base wages are essen-
tially related to the economy's national performance, while the bonus is
more sensitive to a company or industry's specific circumstances. Firms
typically try to pay a fairly steady number of months' wages as a bonus,
and can often succeed in an expanding market, but will seek to impose a
substandard bonus if the company suffers economic Toyota,
as an example of the first type, has paid about the same months' worth
of bonus in each year since 1968. But for every Toyota Motor Company
there are companies in, say. machine tools or shipbuilding where it is re-
luctantly accepted that bonuses may vary from zero to ten months' pay
in extreme economic conditions. (At Okuma Machine Works, the stan-
dard deviation of the percentage change of wages is 7, compared with a
standard deviation of the percentage change of bonuses of 29.) The ma-
jority of firms hold a position in between Toyota and Okuma. Surveys
conducted by Nikkeiren, the employers' federation, show that most firms
think of bonuses as being influenced by profitability. Among corpora-
tions that make an explicit agreement with employees about bonus pay-
ments, some 15 percent of such contracts contain profit-sharing clauses.28

25. See, e.g., Okuno (1984).
26. See Ishikawa and Ueda (1984), p. 141 and tables v-2 and v-3.
27. Koshiro (1983b), pp. 241—242, contains a good discussion of bonus responsiveness to

profits.
28. See (Japanese Ministry of Labor, General Survey on Wage and Working Hours System.) It is

useful to bear in mind that the aggregated data are masking a fair degree of diversity by
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All this notwithstanding, I have also heard it said more than once by
some specialists on the Japanese economy that bonus payments are so
regular as to constitute a form of disguised wage. When pressed, such
experts will cite examples like Toyota, where companies they know
change only slowly, if at all, the number of months paid as bonus. A
more sophisticated response observes in the data of table 1 some clear
secular trends but no discernible yearly pattern of reacting to current
business conditions. Clearly, bonuses have increased more or less stead-

Table 2 REAL JAPANESE PROFITS
(Fiscal year: in trillions of 1980 Yen)

Year Profits

1959 1.74
1960
1961 •

2.94
3.29

1962 3.21
1963 3.82
1964 3.97
1965 3.93
1966 5.30
1967 7.08
1968 8.80
1969 11.82
1970 12.38
1971 10.32
1972 13.73
1973 22.55
1974 16.14
1975 7.11
1976 11.13
1977 11.25
1978 14.32
1979 19.51
1980 19.70
1981 15.18
1982 14.05
1983 14.62

Source. Nominal fiscal-year profits divided by appropriate price in.
dex; data from appendix.

firm size and industry. For example, small companies pay less wages and bonuses than
large companies, have a lower bonus to wage ratio (by about 40 percent on average),
and also display greater bonus variability. In finance, insurance, and chemicals,
bonuses constituted about half of wages in 1974, while in construction or textile prod-
ucts they amounted to about one fourth.
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ily from 1958 to 1974 and afterward have slowly declined. But there is
no evidence in the regular time series of table 1 that a meaningful re-
sponse is occurring to a volatile business cycle indicator like annual prof-
its. Or is there?

In table 2 are listed real profits for Japanese The data are
on a fiscal year basis, ending March 31. Coverage is roughly similar to
table 1.

A first glance at tables 1 and 2 might appear to confirm the stereotype
that bonus payments are independent of profitability. After all, real prof-
its are fluctuating rather violently, while months of bonus paid, despite
an undeniable trend, looks to be about as steady a sequence as one is
likely to encounter in economic data.

But a second reading disclose.s some interesting possibilities. Look at
deviations of real profits from their trend values. When profits deviate
substantially from trend, there frequently seems to be a corresponding
change of bonus payments in the same direction. A way of capturing this
relationship is a standard lagged adjustment model of the form

B(t)/B(t—1) f(t).

In the above expression B(t) represents bonus payments in calendar
year t (expressed as months of base wages in the same year), ir(t) is real
profits in fiscal year t (April 1 of year t — 1 to March 31 of year t, which
builds in a natural lag consistent with most stories of bonus formation),
,.r*(f) represents target or normal profits for fiscal year t, and f(t) is a time
term capturing trends in bonus growth that would occur even if profits
were normal. The story being told by this equation is that bonus growth
is possibly influenced by abnormally high or low profitability.

Taking logarithms of both sides, equation (1) might be estimated by
the linear regression:

log B(t) — log B(t—1) a log ir(t) + G(t), (1)

where

G(t) = logf(t) — alogir*(t)

29. Real profits are just nominal profits, from the appendix, divided by an appropriate
price index. Because profit data is on a fiscal year basis from March 31 to April 1, the
deflator I have used is one-fourth of the current year's wholesale price index plus three-
fourths of the previous year's wholesale price index. There are no dramatic changes in
my story if I use other reasonable deflators. Note that because the bonus is subtracted
out to obtain profits, if anything the regressions are biased against finding a positive
relation.
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is, for convenience, taken to be a polynomial in time. (In practice, addi-
tional polynomial terms of higher order are added until the coefficients
start to become insignificant.)

Equation (1) is the prototype regression for this article. I hasten to add
that I have tried a wide variety of alternative specifications, different data
sets, etc.—all of which are consistent with the results I will report for
equation (1) and tend to verify that the conclusions are quite robust. Re-
gression results are summarized in table 3. They indicate that, in the ag-
gregate, every 10 percent of profits below trend translates into a bonus
payment about 1.4 percent lower than it otherwise would be. At 0.14, the
elasticity of bonus response to profitability is not large, but at eight stan-
dard deviations from zero the coefficient is highly significant. Similar
results are obtained when aggregate bonus changes are regressed on ag-
gregate value added or revenues. In this case the elasticity of response is
about 0.4. Overall, there is little question that the Japanese bonus con-
tains a statistically significant profit- or revenue-sharing component.

We come now to an interesting and perhaps important question. Does
the Japanese bonus system influence macroeconomic performance?
Japan has had the lowest average unemployment rate among the major
industrialized capitalist economies over the last quarter-century. This
comparatively outstanding employment record survives corrections for
discouraged workers, relatively flexible hours, definitional differences,
and the like.30 Does the existence of a revenue- or profit-sharing bonus

Table 3 THE BASIC REGRESSION: DEPENDENT VARIABLE: log — tog

Independent
variable

Estimated
coefficient

Standard
error

T-
statistic

log ITt
constant
t
t2

.14
3.2

—.12
7.4E-04

• 1.76E-02
.59

1.9E-02
1.3E-04

7.9
5.5

—6.2
5.7

R2 = .82
D-W- = 2.39
Sample 1958—1983

30. It should be noted that Japan's number one status in having the lowest unemployment
rate among major industrialized economies did not emerge until the 1970s. In the
1960s, some other countries like Germany had equally good employment records.
There has been some discussion in the literature about the extent to which Japanese
statistics may underestimate the unemployment rate by international standards. Taira
(1983) and a few others have tried to argue this case. But it is not very convincing (see.
e.g., Sorrentino (1984), Hamada and Kurosaka (1985)). The basic point is that when
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component of pay help in any way to account for the comparatively low,
stable unemployment rate in Japan?

This is a very difficult question to answer.3' It is not even clear how to
pose the appropriate hypothesis formally so that the existing data might,
at least in principle, allow us to extricate an answer reasonably free from
controversy. Yet the question is so tantalizing that one strains to get some
sense of an answer, however tentative. Rather than trying to confront the
issue head on with a formal model, I propose to limit myself here to
some crude calculations based on a more pedestrian approach.

The first issue is to distinguish between the familiar pay flexibility that
comes from responsiveness of pay parameters (such as base wages) to
economic conditions, and the automatic pay flexibility that arises under
revenue or profit sharing. From a wide variety of regression experiments
run with the data presented here, I cannot find any formal statistical
evidence that base wages alone respond to profitability. Some of the
Phillips-curve-like pay-formation regressions in the literature have picked
up, in some instances, a dependence upon profits.32 But in many of these
exercises the authors are attempting to explain the formation of total pay,
defined as wages plus bonuses (and profits may be primarily affecting
the bonus component), or else it is not clear what is included as "wages."
The entire subject of empirical Phillips curve measurements for Japan is
worthy of reexamination, with more careful attention focused on sepa-
rating out base wages from bonuses in the pay-formation process. Mean-
while it seems safe to conclude, from results like those reported in table
3, that bonuses respond more than base wages to profitability, even if
the issue of just how responsive to profits base wages are remains un-

It stands to reason that the existence of a bonus component of pay

reasonable adjustment measures are applied uniformly to all countries in an attempt to
make international standards more uniform, then all countries' unemployment rates
increase slightly, but without much altering their relative standing. Japan's unemploy-
ment record remains outstanding even after reasonable readjustments.

31. Issues of causality are immediately involved in a heavily interdependent social design
like Japanese labor relations. Is the bonus system causing lifetime employment, or is
lifetime employment causing the bonus system?

32. See, e.g., Grubb, Jackman, and Layard (1983), Koshiro (1983b), or the results reported
in Hamada and Kurosaka (1985).

33. The lack of formal analysis convincingly identifying the degree of Japanese wage flexi-
bility should not blind us to the probable fact that wages are, indeed, likely to be quite
flexible, and this is almost undoubtedly playing some role in maintaining relatively
high employment. The history of response to the first oil shock, recounted later in this
artide, while not easy to fit mechanically into a wage equation, bears ample testimony
to this thesis. On this interpretation see Hamada and Kurosaka (1985).
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with a more automatic procycical link than base wages should help an
economy to maintain a higher level of employment, other things being
equal, than if wages alone were But how important a factor, quan-
titatively, is this likely to be in the Japanese case? Some very rough
calculations can be used to indicate the orders of magnitude possibly
involved.

The bonus itself is about one-fourth of an average worker's total pay.
By running regressions in logarithms the elasticity of aggregate bonus
response to changed aggregate profits was estimated at about 0.14. Con-
verting this interpretation to a linear formula, the same elasticity of 0.14
is obtained if 14 percent of the bonus payment is strictly proportional to
profits, while the other 86 percent is like a fixed constant. The following
crude imputation can then be made. About 3.5 percent (14 percent x 25
percent) of a Japanese worker's total pay can be treated as genuine profit-
sharing income, compared with the other 96.5 percent, which for eco-
nomic purposes is better described as being like an imputed base wage.

A rough check on this calculation is possible. The elasticity of aggre-
gate bonus payments with respect to aggregate value added, or revenue,
was estimated to be about 0.4. Converting to an equivalent-elasticity lin-
ear revenue-sharing formula makes 40 percent of the bonus payment
strictly proportional to revenues, while the other 60 percent is like a
fixed constant. If aggregate imputed base wages are roughly three-
fourths of aggregate revenues, that leaves one-fourth for gross profits.
By this calculation, roughly 10 percent (¼ x 40 percent) of the bonus
payment is strictly proportional to profits, while the other 90 percent is
like a fixed constant. Following this line of reasoning, about 2.5 percent
(10 percent x 25 percent) of a typical Japanese worker's total pay can be
treated as genuinely proportional to profits, while the remaining 97.5
percent is like an impufed base wage.

Splitting the difference between these two calculations, we can make
the following very rough statement. In any year about 97 percent of an
average Japanese worker's total pay is like a fixed imputed base wage,
while 3 percent automatically responds directly to profits. If pay con-
tracts are annually renegotiated, the marginal cost to the employer of
hiring an extra unit of labor in any given year is just the (imputed) base

34. This is akin to the proposition that a profits tax causes less unemployment than an
equivalent tax on labor. A cynic might argue that the bonus is merely a label for the
(more) flexible component of pay, there otherwise being not much essential difference
between overall pay response to profitability between Japan and other countries. While
this is a logically consistent position, I think the fact that the Japanese have a category
called "bonus" that is significantly more dependent on profitability than "wages" is a
relevant piece of information suggestive of a direct profit-sharing link.
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wage, as opposed to total pay.35 The relevant then predicts that
the Japanese economy should behave like an otherwise absolutely identi-
cal (but strictly hypothetical) wage economy whose wages are 3 percent
lower than actual Japanese pay (base wages plus bonus) but whose main-
tained levels of aggregate demand (autonomous spending, the money
supply, and world demand for Japanese exports) are the same. In other
words, if someone who thought that Japan was a wage economy and has
just now been informed that it is in fact (partially) a revenue- or profit-
sharing economy wants to know what difference that makes, the answer
is: the same difference as if money wages were perpetually devalued 3
percent below what you had previously believed them to be. While the
exact ramifications of a 3 percent wage cut depend on a lot of assump-
tions about the magnitudes of various elasticities, my intuitive reaction
is neither to dismiss this as being an altogether negligible effect nor to be
impressed that it is likely to represent a major economic force.

This kind of counterfactual historical exercise should be understood
in proper perspective. First, the calculations are extremely crude. Sec-
ond, they are based on a particular interpretation of a particular theory.
Third, the "thought experiment" is necessarily artificial. (If there were
lower bonuses but higher base wages, it could be argued, wages might
become more flexible, timing in the economy might be altered, or fiscal
or monetary policy might be changed, perhaps thereby neutralizing
some of the effects calculated here.)

These limitations notwithstanding, I think the exercise is useful for
gaining some rough insight into the likely size of what might be called
the "pure bonus effect." The numbers seem to point out a middle ground
between two extremes. I would interpret the orders of magnitude in-
volved as suggesting that the Japanese bonus system may have exerted
a non-negligible macroeconomic influence by helping automatically to
boost employment without inflationary pressure. But the significance of
an "as if" 3 percent money wage cut is not nearly so great as to account
for the entire unemployment story, nor to eliminate output fluctua-
tions,37 nor to repeal the laws of macroeconomics, nor to do away with

35. If the relevant contract adjustment period is more than a year because of pay parameter
stickiness, the profit-sharing component grows in importance relative to the base wage
component because of the distributed-lag difference equation buildup. In that case the
effect of profit-sharing is somewhat more pronounced. it is hard to imagine how im-
puted base wages as seen by the employer could decline much more than about 5 per-
cent below total pay.

36. See Weitzman (1985). The basic idea is that the effect on the firm of converting 3 percent
of pay from base wages to profit shares is to lower wages by 3 percent while simultane-
ously being subjected to a compensating tax on profits.

37. Depending on how output is detrended from its high growth rates, Japanese output
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the need for discretionary policy to maintain full employment, espe-
cially in the face of severe economic shocks.

That the bonus system alone cannot possibly be explaining the entire
macroeconomic adjustment story is made abundantly clear by the rather
non-neoclassical history of Japan's response to the energy crisis. After
the first oil shock, in 1974, consumer prices increased by about 25 per-
cent and wholesale prices by over 30 percent. At first the unions had no
better premonition than anyone else that a permanent terms-of-trade
deterioration was under way, and were concerned to recoup lost pur-
chasing power as well as to obtain their customary pay increase. In the
spring offensive of that year, base wages jumped by 33 percent. At this
point, when the' mechanics of a potentially vicious wage-price spiral
started to become evident, the famous Japanese consensus took over.
Government officials, labor experts, businessmen, and labor union lead-
ers began preaching wage and price restraint. The 1975 shunto saw base
wages increase by only 13 percent, and they have been held to the single-
digit range since then. However much the Japanese bonus system may be
helping as an automatic employment stabilizer (months of bonus pay de-
clined sharply after 1974—see data appendix), it is but a drop in the
ocean when a major macroeconomic shock impacts.

Conclusion
In this article I have argued that substantial progress in the struggle for
full employment without inflation will have to come largely from basic
changes in pay-setting arrangements rather than from better manipula-
tion of financial aggregates. I think the analysis presented here suggests
that widespread profit sharing, along the lines of what is practiced in
Japan, represents a structural reform of the labor market likely to im-
prove the unemployment-inflation tradeoff.
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Table 4 THE BASIC DATA SERIES

Year Wage Bonus Profits WPI

1958 15.733 2.895 NA 41.7
1959 16.676 3.301 .821 42.1
1960 17.818 3.929 1.401 42.6
1961 19.487 4.712 1.585 43.0
1962 21.896 5.235 1.550 42.3
1963 24.231 6.030 1.832 43.1
1964 26.801 6.624 1.931 43.2
1965 29.485 7.294 1.916 43.5
1966 32.424 8.288 2.617 44.5
1967 35.778 9.465 3.570 45.4
1968 40.439 11.090 4.512 45.7
1969 46.078 13.586 6.128 46.7
1970 53.228 16.150 6.578 48.4
1971 61.165 19.353 5.619 48.0
1972 • 70.456 22.644 7.449 48.4
1973 83.674 29.701 12.799 56.1
1974 104.311 38.478 11.015 73.7
1975 122.766 40.463 5.956 75.9
1976 137. 180 44.666 9.648 79.7
1977 150.921 48.197 10.163 81.2
1978 162.078 50.041 13.030 79.1
1979 170.416 53.341 17.722 84.9
1980. 181.102 57.073 19.704 100.0
1981 190.832 60.015 17.174 101.4
1982 198.736 61.231 16.132 103.2
1983 205.610 61.702 16.924 100.9
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DATA APPENDIX

Table 4 contains the basic data behind the regression results. Data are
from the following sources.

Wages and bonuses are from the Japanese Ministry of Labor, Yearbook
of Labor Statistics. Wages are average monthly contractual cash earnings
and bonus is average monthly special earnings. Both are for regular em-
ployees, expressed in thousands of yen, covering establishments em-
ploying five or more people in all industries.

The profits data are from the Japan Statistical Yearbook and refer to net
recurring profitsvalued in trillions of yen. Data are on a fiscal year basis
(March 31 to April 1), covering all for-profit corporations except financial
and insurance corporations.

The wholesale price index is from the Japan Statistical Yearbook. The
price index used to deflate fiscal year profits is one-fourth of the current
WPI plus three-fourths of the previous year's WPI.

Comment

ALAN S. BLINDER
Princeton University, The Brookings Institution, and NBER

Since my assignment is to discuss a document of persuasion, I feel com-
pelled to begin with a truth-in-packaging warning: when Weitzman
preaches to me, he is preaching to the converted. I still remember the
excitement with which I read his first paper on the subject in 1982.
Shortly thereafter, I invited him to start spreading the gospel to macro-
economists at an NBER meeting at Princeton. It was my Boston Globe and
Washington Post columns in February 1985 that helped launch the media
blitz .for his book that led up to the New York Times branding the share
economy "the best idea since Keynes." And I was the organizer of the
AEA session on the share economy in December 1985 in New York, and
the only speaker who came there to praise Weitzman rather than to bury
him.2 So what you are about to read may smack of Aaron criticizing the
Ten Commandments.

1. See my "Work-for-all Scenario," Boston Globe, February 5, 1985 and "Share the Wealth,"
Washington Post, February 10, 1985. The quotation from The New York Times is the title of
a March 28, 1985 editorial.

2. The other speakers were R. E. Hall, W. D. Nordhaus, and L. H. Summers. The proceed-
ings of the session will be published in a forthcoming issue or Challenge.
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However, not even Moses was flawless. (As we know, he led the Jews
to the only spot in the Middle East that is devoid of oil.) So let me start by
criticizing something in Weitzman's explanation of the share economy—
something that I and others have often found confusing. After reading
his latest offering twice, I am convinced that Moses here is largely to
blame for the confusion.

Despite Weitzman's many disclaimers, I have heard it said many times
that he ciaims to have found a way to lower the natural rate of unemploy-
ment. My understanding is otherwise. A share economy does not have a
lower natural rate of unemployment than a wage economy because the
two have exactly the same long-run equilibrium. But a share economy
should have a lower average rate of unemployment over any particular
historical period because disequilibrium in a share economy does not
manifest itself as unemployment.

I believe this is Weitzman's position, but the reader can perhaps be
forgiven for drawing the wrong conclusion from statements like these
(there are others):

"No matter how one interprets the 'other things being equal,' a profit-
sharing system is more expansionary than a wage system."

"Conversion from a wage system to a profit-sharing system (with a
smaller base wage) is equivalent to lower factor costs coupled with a pure
profits tax."

"The relevant theory then predicts that the Japanese economy should
behave like an otherwise identical wage economy whose wages are 3
percent lower than actual Japanese pay."

The difficulty comes in reconciling short-run and long-run behavior.
Suppose labor is paid a base wage, w, plus a share, s, of the profits per
worker after base wages are deducted:

W = w + s((R — wL)/L) = (1 — s)w + s(R/L). (1)

Since the firm wants to maximize

R — WL = (1 — s)R — (1 — s)wL, (2)

its short-run equilibrium condition, Weitzman seems to suggest, is:

R' (L) = w. (3)

Since w < W, this implies higher employment than under a wage sys-
tem that pays wage W.

In the long run, however, Weitzman stresses again and again that the
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pay parameters w and s will adjust so that the total compensation im-
plied by equation (1) is precisely equal to W*, the neoclassical real wage,
when L is at its neoclassical equilibrium value, L*. Now, we know that L*
and W* are related by

R' (L*) = W*. (4)

How can equations (3) and (4) hold at the same time when the full-
employment version of equation (1),

= w + s((R(L*) — wL*)/L*), (1')

implies that w < if s > 0? The answer is that they cannot. A firm
in a share economy typically cannot acquire enough labor to satisfy
equation (3); it is left in a position with excess demand for labor since
R' (L) — w > 0.

Figure 1 3may help explain what is going on, and suggest what Weitz-
man still needs to clear up. In this diagram, AC = (1 — s)w + s(RIL) is
the average cost of labor given by equation (1), MC = (1 — s)w + s
R' (L) is the corresponding marginal cost, and R' (L) is the marginal reve-
nue product. Point A, where MC = R', satisfies equation (3), and
seems to be—but probably is not—the short-run equilibrium of the
firm. Point B is the neoclassical long-run equilibrium defined by equa-
tion (4). Long-run equilibrium is generated, Weitzman explains quite
clearly, by the adjustment of the pay parameters s and w until the AC
curve rises or falls to pass through point B.

The figure illustrates the two key features of a share system. First, the
firm has an excess demand for labor at its long-run equilibrium in the
sense that, given the pay parameters, it wants to hire more labor because
R' > MC. Second, if long-run equilibrium is perturbed by a contraction:
ary shock that lowers R', the firm will not reduce its employment. Both L
and L* will fall; but so long as the new L remains above the old L*, em-
ployment will not be reduced.

The question that Weitzman needs to clear up is precisely what hap-
pens in the short run. Sometimes he seems to suggest that the firm actu-
ally atttains point A. But that is possible only if workers are willing to
work at a total compensation below the competitive wage. The essence of
Nordhaus's criticism is that workers ought not to behave this way.4

One possible answer is that workers in a share system are tied contrac-

3. From William D. Nordhaus, "Can the Share Economy Conquer Stagflation?", mimeo,
Yale University, May 1985.

4. Ibid.
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tually to a firm for a period of time. Their implicit or explicit contract
includes an understanding that the profit-sharing component of corn-
petisation may sometimes decline enough to bring W below W*. In
return for accepting this risk of lower compensation, workers are guar-
anteed that they will not be laid off. If this share contract is preferred to a
standard wage contract with wage W*, the worker takes the job. If not,
he refuses it in favor of the standard wage contract. Long-run equi-
librium would then require that the contract terms, w and s, be set to
make workers indifferent between the two contracts. To Weitzman, who
assumes risk neutrality, this means that (1') holds. But the equilibrium
condition in the contract model I have just sketched is different. It says
that risk-averse workers must get the same expected utility from a wage
contract that offers W* when employed and zero when unemployed as
they do from a share contract that offers equation (1), which is random
because L is random.

In one section of his article, Weitzrnan poses and answers four ques-
tions. My next point pertains to the second and third of these. The main
reason, as I see it, why share systems are not generated spontaneously
by the free market is that they are against the interests of senior workers.
In forgoing a fixed wage contract for a share contract, a junior worker
accepts some wage-rate risk in return for eliminating the presumably
much greater risk of unemployment. That sounds like a potentially at-
tractive bargain. But senior workers bear none of the unemployment
risk, and so have no incentive to change from a wage system to a share
system. In fact, they have an incentive to switch in the opposite direc-
tion should a share system be adopted.

That is why Weitzman proposes a tax subsidy plan to encourage the
adoption of share contracts. Note that this plan is not a temporary mea-
sure designed to shove the economy from a bad equilibrium to a good
one, but a permanent feature of the economic landscape that would
change the free-market allocation. I would like to propose an alternative
plan—or rather, half a plan because it creates a problem of its own—for
achieving the same end without tax distortions.

Instead of Weitzman's prototypical profit-sharing plan, suppose firm i
pays a nominal wage rate that is indexed to its own price:

w. — bp,.

If the firm has a downward-sloping demand curve, this compensation
system has the critical property that chives Weitzman's analysis: dw,I
dL1 < 0, so that marginal labor cost is below average labor cost. So far
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this is no better than profit sharing. Instead of bearing the risk of profit
fluctuations, workers now bear the risk of relative price fluctuations be-
cause the real wage paid by firm i is

w1/p = bp,/p,

where p is the aggregate price index. That is not an obvious improve-
ment; indeed, the two risks are quite similar.

The difference is that relative price risk can be diversified away because
an appropriately weighted average of all relative prices must always be 1.
Let a mutual fund be established into which each firm pays per worker.
If the fund gets the weights right, each worker, regardless of which firm
he works for, can then draw out bp, where p is the weighted average. So
the firms get the hiring incentive that Weitzman seeks, the workers get
an indexed wage contract with little if any risk of unemployment, and
the fund is perfectly self-insured.

There is, however, a difficulty with this scheme. I first worked it out
about ten years ago as a way to create indexed wages for workers without
requiring risk-averse firms to pay indexed wages.5 At that time, I sug-
gested that each firm should pay wages tied to an industrywide price
index (say, a piece of the PPI), or to a weighted average of such indexes,
to prevent it from manipulating its price index to reduce its wage rate,
e.g., by running a sale or by outright cheating and misrepresentation.

Of course, reducing the wage rate by running a sale is exactly what we
want firms to do under Weitzman's plan. So we really do need firm-
specific, not industry-specific, price indexes to create the proper em-
ployment incentives. That leaves the cheating problem.

It is a genuine problem but not, I believe, an insuperable one. If both a
firm and its union wish to avail themselves of Weitzman's plan, the mu-
tual fund should be able to create firm-specific price indexes that are
agreeable to both parties. The critical features are:

(a) that the weights be known and fixed for the duration of the con-
tract (so the firm cannot manipulate the index by changing its product
mix);

(b) that the specific prices that comprise the index be well defined and
readily observable (so both firm and union can monitor the index).

I know there would be many little practical problems in creating such

5. Alan S. Blinder, "Indexing the Economy through Financial Intermediation," in K. Brun-
ner and A. H. Meltzer, eds., Stabilization of the Domestic and International Economy,
Carnegie-Rochester conference series, vol. 5, 1977, pp. 69—105.
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price indexes. But the BLS copes with such problems every day. And the
private sector would quickly learn to use the BLS as a training ground.
Besides, like Weitzman, I am disinclined to let a few little Harberger tri-
angles stand in the way of destruction of a big Okun gap.

The Japanese evidence is important to Weitzman's proselytizing cam-
paign since Japan, among all the major countries on earth, seems closest
to the share economy ideal. I have a few comments on Weitzman's em-
pirical work.

First, the regression does not represent the profit-sharing formula.
Multiply equation (1) by employment and take L to the other side to get

WL — wL = s(R — wL). (5)

It is s that Weitzman should be trying to estimate, though his regression
estimates an elasticity instead. The lefthand side of equation (5) is the
bonus: total compensation minus base wages; call that B. The righthand
side, however, is not profits but revenues minus base wages, that is, the
sum of bonuses plus profits; call that Z. If profits are replaced by Z
in Weitzman's regression, the estimated elasticity rises from 0.15 (in my
replication of his regression) to 0.25.6 The implied slope coefficient, s,
however, is essentially the same as Weitzman's since Z is so. much larger
than profits.7

Second, the nine-month lag between profits and bonuses that Weitz-
man builds into the equation seems contrary to the spirit of the share
economy. If marginal labor costs are to be below average labor costs, then
labor must get a share of this period's revenue. If it gets, instead, a share
of last period's revenue, then the bonus is actually a fixed cost relative to
this period's employment decision.

Third, Weitzman's equation does not look to me like a standard lagged
adjustment equation. I would have thought the partial adjustment model
is something like

B(t) — B(t—1) = a(B*(t) — B(t—1)),
B*(t) = sZ(t);

6. All my regressions use a cubic time trend. The 0.25 estimate has a standard error of .035.
When the right-hand variable is changed in this way, the fit of the equatiofl hardly
changes.

7. If e denotes the estimated elasticity, then the desired slope is dBIdZ = eB/Z, which is
0.11 evaluated at the means. In Weitzrnan's regression, which uses profits in place of Z,
the corresponding slope is 0.12.
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in levels or

b(t) — b(t—1) = .a(b*(t) —

b*(t) = log(s) + z(t),

in logs (where lowercase symbols are logs of corresponding uppercase
symbols). These lead to the following two empirical models:

B(t) = (1 — a)B(t—1) + (6a)

b(t) = (1 — a)b(t—1) + az(f) + alog(s) (6b)

Equation (6b) comes close to what Weitzman estimates, except that he
uses b — log(wL) rather than b and constrains the coefficient of the
lagged dependent variable to be 1. Note, however, that the coefficient of
z in (6b) is an estimate of the adjustment speed, not of the share parameter.
Extracting an estimate of s from the log specification is more than a little
tricky since it comes strictly from the constant—which can pick up any-
thing. In any case, if we drop Weitzman's constraint that the coefficient of
the lagged dependent variable is 1.0, the estimate of a rises from 0.15 to
0.87. By comparison, if we run equation (6b) without constraining the
coefficients of b(t—1) and z(t) to sum to unity,8 the estimated adjust-
ment speed is 0.88. So substitution of z for profits seems unimportant.
Remember, however, that these very rapid estimated adjustment speeds
are layered on top of a built-in nine-month data lag.

To estimate s, which is the parameter of interest, directly, I ran three
versions of equation (6a). The first was equation (6a) precisely; it yielded
an implied estimate of s of 0.09. With no partial adjustment (a con-
strained to 1.0), the corresponding estimate was 0.07. Generalizing
slightly beyond the Procrustean bed of geometric distributed lags by
adding Z(t—1) to the regression reduced the e3timate of s to essentially
zero, however. In this richer specification, Z(t) and Z(t—1) receive co-
efficients that are roughly equal in magnitude and opposite in sign, sug-
gesting perhaps that changes in Z, not levels, influence bonus payments.

Suppose that s is between zero and 0.1. What do we do with this esti-
mate? Based on mean values of all the variables in equation (1), s in
this range implies that, on average, between 0 and 6.3 percent of Japa-
nese labor compensation has taken the form of true bonus payments.9

8. Unconstrained, the two coefficients add up to 0.97. That seems more than close enough
to me.

9. For comparison, putative bonus payments averaged 30.7 percent of base wages in the
sample.
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Weitzman's estimate is squarely in the middle of this range so, having
wondered about the method he used to arrive at his estimate, I wind up
having no quarrel with the number.

Finally, I would like to dose with an intriguing question that Lawrence
Summers posed at the 1985 meetings and that I would like to hear Weitz-
man answer. Capital gets 100 percent profit sharing in our economy
now. Yet it is unemployed as frequently as labor. Why? I suspect the an-
swer has to do with ex post fixed proportions; firms lay off labor when
the price it must pay for the marginal unit of labor-cum-capital is too
high. But Weitzman, not Blinder, should be answering these questions.
My thanks to Lori Grunin for research assistance, The Brookings institution for hospitality,
and Martin Weitzman for dreaming up the share economy.

Comment
RUSSELL COOPER
University of Iowa and r"IBER

Weitzman's article is part of his continuing research on the macroeco-
nomic implications of alternative compensation schemes. The key issue
addressed is whether or not privately determined labor arrangements
are socially optimal. In particular, can the employment and compensa-
tien rules negotiated by workers and firms produce inefficiencies that
are of macroeconomic significance? Weitzman answers with a loud and
resounding "Yes" and advocates the adoption of a share system to cor-
rect these problems.

I think Weitzman deserves an enormous amount of credit for directing
attention to this line of inquiry. This area of research is important from
the viewpoint of both standard macroeconomic analysis and the theory
of labor contracts. From the perspective of macroeconomic policy mak-
ing, it forces one to think more deeply about the source of the ineffi-
ciency that aggregate policies are supposed to correct and augments the
set of policy tools one may consider. As Weitzman suggests, it is impor-
tant to think beyond the conventional set of aggregate stabilization poli-
cies. From the perspective of labor.contracting theories, it forces one to
consider the design of labor contracts between private agents from a
general equilibrium perspective. Perhaps labor contracts can be optimal
from the viewpoint of the contractants and yet, in the presence of exter-
nalities, produce inefficiencies at the macroeconomic level. Given all of
the difficulties in finding a convincing model of employment inefficien-
cies at the worker-firm level, this alternative view should be welcomed.

The problem of evaluating alternative compensation schemes is ame-
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nable to standard welfare analysis. First, we need to carefully specify
preferences, endowments, technology, and the like for the economy in
question and then proceed to characterize the decentralized allocations.
Second, holding the environment fixed, we solve for the set of con-
strained Pareto optimal allocations—where the constraints on the plan-
ner reflect those faced by private agents. Finally we ask whether the
decentralized solution is in the set of Pareto optimal allocations. If not,
interventions can be designed to correct these inefficiencies.

This methodology forms the heart of traditional economic analysis.
The key to doing it properly is to carefully keep track of the economic
environment, in particular, the informational and trading constraints
that agents face. Both the welfare evaluation of the decentralized solu-
tion and the prescription of policy must be consistent with the environ-
ment of the decentralized solution.

Given this ideal methodology, how does Weitzman perform his analy-
sis and arrive at his conclusion? To answer this, I turn to an evaluation of
the type of model he has used.

The model is outlined in the "Profit Sharing" section of the article and
corresponds closely to that used in Weitzman (1985). The emphasis is on
the behavior of a monopolistically competitive firm and, in particular,
how alternative compensation schemes influence the firm's decisions on
output and employment. The basic intuition comes from observing that
a monopolist facing a fixed wage might have a tendency to underpro-
duce relative to the social optimum. A profit-sharing scheme lowers the
marginal cost of labor and induces the monopolist to move along the
demand curve so that output increases and price falls. Introducing a
compensation scheme of this type is equivalent to subsidizing the mo-
nopolist and then taxing away profits.

This argument is then extended to a model with many monopolis-
tically competitive firms in which each firm faces a downward-sloping
demand curve parameterized by the level of autonomous spending, the
real money supply and the average of prices charged by the other firms.
This latter effect captures the strategic interaction between the firms.

Weitzman characterizes the output and pricing decisions of an indi-
vidual firm and then looks at a symmetric Nash equilibrium in an econ-
omy composed of many such firms. The equilibrium is computed for a
given share contract—i.e., a given base wage and a given share param-
eter. This is called a short-run equilibrium since the parameters of the
compensation scheme are taken as independent of the values of the ex-
ogenous variables describing the state of the economy. The equilibrium
is then compared to one in which workers are paid a constant wage (i.e.,
the share parameter is set at zero).
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As I think is now well understood, an appropriately chosen share con-
tract can generate incentives for the economy to operate at or near full
employment even in the short run. If the base wage level is set sufficiently
low, firms will always have an incentive to expand their production and
are only inhibited from doing so by the presence of economywide em-
ployment constraints. Hence for small fluctuations in the exogenous
components of demand, employment and output will not fluctuate. One
interesting property of this short-run equilibrium is that the share pa-
rameter does not influence the level of prices or activity in the economy.
Instead, it is the level of the base wage alone that determines the equi-
librium. As an aside, it should be noted that if profit sharing is replaced
with revenue sharing, the share parameter does enter into the equi-
librium since the share contract is now similar to a tax on revenues rather
than a profits tax.

This short-run equilibrium is contrasted with a long-run equilibrium
in which the parameters of the share contract are determined in a com-
petitive labor market. As argued in Weitzman (1983, 1985), the equili-
brium of the model is independent of the way in which labor services are
traded. That is, the total payment made to workers is independent of
how offers to workers are quoted and the labor market clears at the same
level of compensation and employment regardless of the system. Hence
the wage and share system have identical long-run equilibria.

I must admit that I have never fully understood this equivalence in a
world of uncertainty since the contracts do have radically different im-
plications for the sharing of risk. As best as I can tell, Weitzman chooses
to ignore uncertainty in describing the long-run equilibrium and then
views short-run deviations as unanticipated shocks in a certain world.

Suppose, though, that we accept the long-run equivalence of these
two compensation systems. Weitzman's main point is that the short-run
response of the economy to unanticipated shocks is influenced by the
choice of compensation scheme in an important way. Since the introduc-
tion of the share contract permits firms to pay low base wages, the econ-
omy remains close to full employment even in the presence of adverse
demand shocks. Hence, Weitzman argues, it is socially desirable for
agents to trade labor services in this fashion.

With this structure in mind, we can contrast the argument for the
share economy with the methodology outlined earlier. I think this is
important not because all theoretical exercises must be performed in a
particular way but because of the fear that inconsistencies may be intro-
duced by not following the procedure outlined earlier.

First, with regard to the statement of the decentralized solutions, the
model Weitzman develops provides considerable insight into the prod-
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uct-market behavior of monopolistically competitive firms.' However,
the development of labor-market behavior is relatively incomplete. This
is an important issue since we know from other work in this area that
labor-market behavior tends to drive product-market behavior.

Weitzman takes as a benchmark a wage system in which the wage is
predetermined and firms are given the latitude of selecting employment
levels. This generates some undesirable behavior of the economy (such
as inefficiently low levels of output and employment) in the short run.
However, the real source of this inefficiency is never made clear. The
model contains three deviations from the Arrow-Debreu model First,
there is the absence of perfect competition in product markets. Second,
there is the inflexibility of wages. Third, there is a nonconvexity in the
production function. Which of these changes is the source of the prob-
lem here? Simply put, what is wrong with this economy?

The artide focuses mainly on the stickiness of wages as the source of
the problem. The structure of technology and preferences coupled with
the monopolistically competitive product markets then creates price in-
flexibiities. Hence the model without share contracts operates as a tra-
ditional Keynesian fix-price model with its well-known inefficiencies,
multipliers, etc. One is led to wonder whether share contracts simply
reintroduce the wage flexibility arbitrarily assumed away at the start of
the analysis.

To answer this point directly requires the formulation of a model pre-
dicting these wage inflexibilities or strong empirical evidence of their
existence. Weitzman does not supply either of these pieces of the argu-
ment. Instead he appeals to a general consensus that the wage system is
a good representation of the common form of labor exchange. I think
this is unfortunate for a couple of reasons.

First, I am not certain there really is a general consensus that the wage
system typifies labor arrangements. Models of this type have the strong
empirical prediction that real wages should be countercycical. My un-
derstanding of the empirical evidence is that this prediction is not ob-
viously consistent with the data.2 Furthermore, as I will discuss in a
moment, there is a lack of theoretical support for the wage system as an
optimal labor contract. Simply put, the wage system is a suboptimal pri-
vate contract. Hence, why should we be interested in the social ineffi-
ciencies that such a compensation system produces?

Second, the theoretical argument for the wage system is needed to be

1. Akerlof and Yellen (1985), Cooper (1985), Hart (1982), Heller (1984), Roberts (1984) and
Weitzman (1982) all stress the macroeconomic consequences of strategic product market
behavior.

2. See, for example, Geary and Kennan (1982) and Bus (1985).

L
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sure that the environment in which agents interact is modeled properly
in the welfare analysis. Let me illustrate this point in two ways. Suppose
that the argument for the wage rigidity stems from an insurance story
along the line told by Azariadis (1975), Baily (1974) and others. If so, then
we need to keep in mind the fact that risk sharing is important in cal-
culating the costs and benefits of the share system. The share system is
not privately optimal because it forces workers to bear too much risk. To
show that the share system may be socially desirable requires proof that
in equilibrium workers can be compensated for the extra risk they bear.

The insurance argument alone does not deliver the full features of
Weitzman's wage system. As is well known, the contracting model does
not predict that employment will lie along the firm's demand curve. In-
stead, terms of compensation and employment should be negotiated
separately. Hence, the problem that Weitzman sees in the wage system
stems jointly from the rigidity of wages and the fact that firms choose
employment levels.

There is a class of contracting models in which the firm is given the
latitude toselect employment levels. This arises in a setting in which the
firm is better informed than workers about current demand or techno-
logical conditions. Unfortunately, this class of models will not generally
predict fixed wages. More important, though, the presence of this asym-
metric information may itself lead to problems with implementation of a
share system in which compensation depends on profits.

My point is that it is important to specify the environment (such as
attitudes toward risk and the information structure) which generates a
problem as we attempt to find solutions to that problem. Otherwise, we
face the danger that we may miss some costs of the solution or, worse, it
may not be feasible.

The article also does not provide a full analysis of the planner's prob-
lem. That is, the welfare criterion is never made explicit and there is no
consideration of alternatives to share contracts within a common en-
vironment. I found the discussion of alternatives such as TIPs, worker-
managed firms, and so on, helpful but not convincing.

So my overall view of this line of research is that its main theme is very
important and very interesting. Nonetheless, the models used thus far
appear to be less than convincing relative to the enticing stories that ac-
company Weitzman's work. I think that a more specific statement about
the source of the inefficiencies in the private labor markets needs to be
provided as well as a more precise statement of the costs and benefits of
introducing the share system.

Since it is easy to be critical and harder to be constructive, I will offer
some specific suggestions. The most pressing issue is to carefully in-
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corporate labor-market behavior into the monopolistically competitive
economy outlined in the article. We know from the work of Hart (1982)
that the structure of labor markets can both create and cure many ills in
this dass of models. The point is to determine whether optimal labor ar-
rangements (as opposed to the wage system) can lead to interesting so-
cial inefficiencies.

This model of the labor market would then provide the basis for the
welfare analysis to follow. That is, the union's objective function would
be carefully specified so that trade-offs between types of workers (such
as issues of seniority) could be addressed. This analysis of the labor mar-
ket would also be a vehicle for making the source of the externalities very
explicit.

In light of recent attempts to understand macroeconomic inefficiencies
from the perspective of labor contracting theories, developing such a
model will not be an easy task. Further, we should remember that the
type of model that Weitzman outlines has a very different form of
product-market behavior than that found in the partial equilibrium con-
tracting models. This interaction between labor contracts and strategic
product-market behavior is an important research area. Depending on
the level of union representation, I believe it is possible to develop a
model in which privately optimal labor arrangements are socially ineffi-
cient. Weitzman's arguments may then apply to this setting.

I also think that some interesting questions about the level of union
representation and negotiation would emerge from such an exercise as a
by-product. That is, one could investigate the implications of negotia-
tions at the firm level, the industry level, or the aggregate level for the
types of externalities that Weitzman alludes to in his discussion.

Besides these general thoughts on the model Weitzman uses in this
and related research, I want to offer other comments on some specific
points raised in the text. First, in the question and answer section,
Weitzman addresses the allocation of risks by asking whether or not the
share system provides socially inefficient risk sharing. In a related com-
ment, he argues that the fixed-wage system provides good insurance
only for senior workers who face no employment risk. Leaving the im-
portant question of severance pay aside, it is still the case that risk-averse
junior workers facing employment risk will prefer that their wages be
stabilized. As I stated earlier, the problem with this wage system is not
its incomplete insurance over employment risk alone but that firms have
discretion over terms of employment as well. This implies that wage-
setting practices have an influence over both insurance and employment
incentives.

One way to view Weitzman's argument is that private contracts lean too
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far in the direction of insurance and neglect the external effects of em-
ployment practices. Share contracts provide better social incentives at
the cost of less insurance. So what is the best balance between insurance
and incentives? This depends on the attitudes toward risk of the agents
in the economy and the nature of this externality in the system.

Also, we see that individual worker-firm pairs will have an incentive to
deviate from the share system to avoid the privately inefficient allocation
of risks imposed by the government. Hence, the tax subsidy system
used to induce the adoption of share contracts needs to reflect these pri-
vate gains from deviating from the government's plan. I am not con-
vinced that all of these costs have been appropriately included in the
arguments for adopting a share system.

My second comment stems from work on moral hazard problems
within the firm—a topic addressed in Lawrence Katz's article. In the
presence of internal incentive problems, firms have a private incentive to
adopt compensation schemes that will induce their workers not to shirk.
These include elaborate systems of bonuses, tournaments, and the like.
In some settings, these schemes may produce something that looks quite
close to a profit-sharing system. In fact, Weitzman observes that a signifi-
cant number of firms in the United States have adopted such schemes.

If so, is this evidence that we are moving closer to a share system? I
think not. The adoption of these schemes by private agents reflects their
own private costs and benefits from trading off insurance for incentives.
The crux of Weitzman's view, at least as I understand it, is that there is an
externality that is not internalized by individual agents establishing
terms of employment.3 Hence the movement toward share contracts by
these agents is presumably still insufficient.

Third, I want to comment on the point I raised earlier about whether a
share system is simply a way to reintroduce wage flexibility into a model
in which wages were arbitrarily fixed at the start. Weitzman argues that
the share system is not a disguised form of wage flexibility since work-
ers' pay exceeds the marginal revenue product of workers' labor. Fur-
thermore, he points out that the share system also has some built-in
rigidities in that the base wage and the share coefficient are not state de-
pendent. With profit sharing, the marginal decisions are based on the
level of the base wage and are independent of the share parameter. The
point is then to create incentives by selecting the correct base wage and
then using the share parameter to redistribute income. As far as I can
see, the equilibrium is equivalent to one with flexible wages coupled
with nondistortionary redistributions of firm profits.

3. Cooper (1985) attempts to model this externality explicitly.
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Finally, I would like to say a few words on the case of Japan. There are
really two important points in this section. First, is Japan an example of
a share economy at work? Second, has the Japanese compensation sys-
tern with its bonus payments contributed to Japan's macroeconomic
performance?

To determine whether or not Japan operates as a share system, Weitz-
man uses aggregate data on wages, bonuses and profits. Regression re-
suits of bonuses relative to wages on deviations of profits from trend are
reported. Weitzman finds a significant positive correlation between
these variables.

The specification of this equation is somewhat difficult to reconcile
with the theoretical model outlined in the article. In particular, the speci-
fication includes costs of adjustment and the regression of changes in the
bonus/wage ratio on the level of profits.

Even if we determine that bonuses do respond to profits, is this evi-
dence of a share system at work? One can imagine a bargaining setting in
which total compensation reflects anticipated profits for the near future.
This payment may be reflected in increased bonuses over the next year
which, on average, will be correlated with the higher profits of firms.
However, this correlation is not really evidence that bonuses respond to
unforeseen economic circumstances as is required of a share system. It
would be interesting to see whether or not bonuses respond to unantici-
pated profits.

Weitzman also argues that base wages are independent of economic
conditions. I presume that these results would imply that compensation
is also sensitive to profits. Is this peculiar to Japan? It would be interest-
ing to investigate whether the U.S. data exhibit similar correlations.4 This
would help us know whether these correlations are a distinguishing fea-
turé of a share system.

More important, though, is the question of whether the bonus system
has significant macroeconomic implications. Comparing Japan to other
OECD countries may indicate that Japan is different but does not tell us
why. Are the time series for Japan comparable to those that would be
generated by a share economy? It might be useful to carefully write
down a share economy and perform some of these comparative dynamic
exercises.

One way to investigate the influence of bonuses on employment and

4. 1 have attempted this exercise by looking at U.S. data on real profits and real average
weekly earnings in the manufacturing sector for the years 1963—1984. Using first differ-
ences of these variables, there appears to be a strong correlation between changes in
profits and changes in wages. Nonetheless, one would not argue that the United States
is a share system.
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output would be to look at disaggregated data. If there are significant dif-
ferences across industries in their use of bonuses, then perhaps we can
gain some insights into the importance of the bonus system in regard to
fluctuations.

I find this paper, like others Weitzman has written on this topic, very
stimulating. As I have tried to argue, I am not convinced that we have yet
answered the basic question of whether or not privately optimal labor
contracts are responsible for our macroeconomic problems. Without an
answer to this question, I don't see that we are in a position to advocate
the adoption of alternative compensation schemes on a national basis.
Nonetheless, these issues are yet to be fully addressed and I hope others
will be persuaded to join in the search for answers.
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Discussion

In replying to Russell Cooper, Weitzman agreed that it would indeed be
desirable to build a general model from which both the wage system and
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profit sharing can be derived, but that the task is very difficult, and that
consideration of the profit-sharing system cannot wait for that. The ef-
fects of profit sharing on the natural rate of unemployment would de-
pend on the underlying causes of normal unemployment, though he
speculated that profit sharing wifi never produce a higher natural rate
than the wage system. Profit sharing will lower the natural unemploy-
ment rate in models where sector-specific shocks, or insider-outsider
distinctions, or inertia, drive the unemployment rate.

He did not think the analogy of labor unemployment under profit
sharing with unemployment of capital at present, when capital receives
100 percent of profits, was relevant. Capital is often unemployed despite
receiving 100 percent of profits because there are fixed coefficients in the
short run. This explanation did not satisfy Lawrence Summers, who did
flQt see why labor under pure profit sharing would be in any different
position than capital at present. He suspected that who gets the residual
claim in the economy is very important.

Robert Hall questioned Weitzman's theme, that the optimal system
fully stabilizes employment in the face of shocks. Stabilization can go too
far. Sometimes shocks (especially idiosyncratic ones) call for changes in
employment.

The equivalence of the Japanese bonus system with profit sharing was
doubted by Takatoshi Ito. The bonus is usually negotiated, expected,
and stable, and does not show much cyclical fluctuation. He also com-
mented that the use of overtime work rather than the bonus system was
responsible for the stability of Japanese employment.

Arnold Kling pointed out a cost of the share economy, which is ig-
nored in Weitzman's article. Since pay now depends on the profitability
of the firm, workers will have to obtain far more information about the
firm for which they choose to work, both in looking for a job and after
they take one, than they do at present. This is a cost for the worker that is
absent in the wage system.

Given that the industrial wage structure has existed for two centuries,
Robert Gordon wondered why profit sharing had not been introduced
earlier if it was thought to be such a good idea. He saw it as having sev-
eral disadvantages. First, its introduction can be contrary to the senior
worker's vested interest, which is the reason the two-tiered system rather
than profit sharing has become popular. Second, in the share economy, a
worker's pay is tied to his own firm. This may lower the welfare of the
worker compared with, for example, wage indexation to nominal GNP.

Weitzman concluded the discussion by answering Summers. He com-
mented that it is not clear that capital in the present system has the same
characteristics as labor would under profit sharing. At present labor can
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in some sense be thought of as the residual claimant, with some workers
taking their share in the form of unemployment. Other comments, he
thought, had failed to distinguish between private and social optimality.
He stressed that the issue is social rather than private optimality. It is
true that there are strong private incentives for the continuation of the
wage system, but that does not necessarily make it socially optimal—
and this is the issue he is addressing.
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The Budget Deficit and the Dollar

The dramatic surge in the dollar's value relative to major European cur-
rencies was probably the most important economic event of the period
between 1980 and 1984. The dollar's value rose from 1.8 German marks
in mid-1980 to a peak of more than 3.3 marks in February 1985. More
generally, the multilateral trade-weighted real value of the dollar rose by
70 percent between 1980 and the first quarter of 1985.

The rise of the dollar produced an unprecedented merchandise trade
deficit that increased to 3 percent of GNP by 1985, hurting a wide range
of American industries and creating a political receptivity to protection-
ism that still threatens to reverse the progress of the past half-century in
liberalizing world trade. The trade deficit and the associated current ac-
count deficit transformed the United States from a net capital exporter in
1980 to a country that by 1984 had a large enough capital inflow to fi-
nance 55 percent of the nation's total net fixed investment. In addition,
the sharp rise in the dollar not only increased Americans' real incomes
but also contributed significantly to the decline of inflation.'

In Europe and Japan, exports rose sharply and the current account
moved into substantial surplus; for the European Economic community
as a whole, the trade balance with the rest of the world improved by
more than $50 billion between 1980 and 1984. But at the same time, the
rise in the dollar induced foreign central banks to increase their interest
rates in order to prevent their currencies from faffing even further.2 On
balance, despite the increase in exports, the induced rise in interest rates
may have depressed aggregate demand in Europe by enough to make
the dollar's rise a net contributor to the stubbornly high level of un-
employment.

1. On the impact of the dollar's rise on U.S. inflation, see Sachs (1985) and Sinai (1985).
2. This idea of an induced monetary policy response is discussed in Feldstein (1985,

1986a). This provides an alternative to the Blanchard and Summers (1985) explanation of
the high level of world interest rates.
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The present study focuses on the real exchange rate between the dollar
and the German mark from the beginning of the floating exchange rate
regime in 1973 through 1984. The mark is not only very important in its
own right but is representative of the exchange rate between the dollar
and the other European countries, since the mark is the dominant cur-
rency in the European Monetary System.

7. Alternative Explanations of the Dollar's Rise
The basic cause of the dollar's sharp increase still remains a very conten-
tious subject. I have argued since 1982 that the dollar's rise could be
traced primarily to the increase in current and expected structural defi-
cits in the federal budget and to the shift to an anti-inflationary mone-
tary policy.3 This view was also elaborated in the Economic Reports of the
President for 1983 and 1984.

Increases in the federal budget deficit raise real long-term interest
rates and these higher rates attract funds to the United States. The dol-
lar's rise is necessary to create the trade deficit and associated current
account deficit that permits the desired net inflow of foreign capital.
Moreover, to achieve portfolio equilibrium, the dollar must rise by
enough so that its expected future fall just offsets the nominal yield dif-
ferential between dollar securities and foreign assets. This is discussed
in Branson (1985) and Frenkel and Razin (1984). The budget deficit may
also raise the dollar more directly by changing the relative demand for
U.S. and foreign goods (Dorribusch 1983, Obstfeld 1985).

The effect on the dollar of the rising level of structural budget deficits
was reinforced by the change in monetary policy that began in October
1979. The contractionary shift of Federal Reserve policy caused a short-
term spike in real interest rates that temporarily increased the attractive-
ness of dollar securities. More fundamentally, the new Federal Reserve
policy also caused a more sustained increase in the confidence of inves-
tors worldwide that the value of the dollar would not soon be eroded by
a return to rising inflation in the United States. This reduction in the risk
of dollar investments reinforced the attractiveness caused by the deficit-
induced rise in the expected real interest rate.

Other economists and policy officials have offered quite different ex-
planations of the rise in the dollar. The Economic Report of the President for
1985 condudes that the most important reason for the rise in the dollar
between 1980 and 1982 was the rise in the after-tax return on new busi-

3. See, e.g., Feldsteui (1983).
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ness investment caused by the combination of the Economic Recovery
and Tax Act of 1981 and the reduced rate of inflation. The tight money
policy is also seen as a cause of the dollar's rise in this period. But the
authors conclude that although expanding budget deficits in this period
"may also have raised the level of U.S. real interest rates and helped to
strengthen the dollar. . . the extent of upward pressure on real interest
rates and on the dollar through this channel is uncertain, and numerous
studies have failed to uncover significant effects" (p. 105).

The report's authors also note that after 1982 the differential between
U.S. three-month real interest rates and a trade-weighted average of
three-month real interest rates in six other indusflial countries (calcu-
lated using OECD inflation forecasts) narrows to zero and is occasionally
negative. They conclude from this that "other factors have continued to
push up the demand for dollar assets" and suggest that the dollar's
strength since 1982 has been due to "the combination of increased after-
tax profitability of U.S. corporations, demonstrated strength of the U.S.
recovery, reversal of international lending outflow from U.S. banks,
and generally more favorable longer run prospects for the U.S. econ-
omy. . . ."(pp. 105—6).

Another commonly expressed opinion is that the rise in the dollar
since the summer of 1980 reflected growing confidence in the United
States as a "safe haven" for investments by foreigners who believed that
the election of Ronald Reagan would make their assets safer in the
United States than elsewhere in the world. There is also the view, identi-
fied most strongly with Ronald McKinnon (e.g., 1984), that the strong
dollar does not reflect any "real" phenomena (budget deficits, increased
profitability, alternative tax rules) but is solely an indication that mone-
tary policy in the United States is too tight.

At a more fundamental level, any role for the budget deficit in explain-
ing the rise of the dollar must be rejected by those economists who be-
lieve that deficits do not raise real interest rates because they induce an
equal offsetting rise in private saving (e.g., Barro 1974). Evans (1986) ex-
tended the procedure of Plosser (1982) to study the relation between un-
expected changes in budget deficits and the dollar and concluded the
dollar exchange rate is not affected by changes in the budget deficit. I
return below to the deficiencies of this type of analysis.

Although there may be some element of truth in each of the alternative
explanations of the dollar's rise, my own judgment is that they are not as
important as the increase in expected structural budget deficits and the
shift to a less inflationary monetary strategy. This is supported by the
econometric evidence presented in sections 4 through 6. The estimated
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effects of the expected deficits and of the rate of growth of the money
supply are economically important and statistically significant. In con-
trast, the increase in profitability induced by the tax changes in the first
half of the 1980s did not have a significant effect on the exchange rate in
the equations presented below. The strong statistical evidence of a link
between the expected structural budget deficits and the value of the dol-
lar is direct evidence against the Barro hypothesis that budget deficits
have no real impact. The implied impact of the expected budget defi-
cits also contradicts the McKinnon hypothesis that the rise of the dollar
was due only to a tight monetary policy.

Before I turn to that econometric evidence, I think it will be useful to
consider some further reasons for rejecting the arguments of those who
claim that neither increased real interest rates nor budget deficits was
responsible for the dollar's rise.

The evidence presented in the 1985 Economic Report of the President (and
elsewhere) that there is no longer a difference between the three-month
real interest rate in the United States and in other industrial countries is
essentially irrelevant since the theory implies that the equilibrium rela-
tion between the exchange rate and the difference in long-term real rates
is much larger than the relation with the difference in short-term real
rates. It is easy to see why this is true. Consider the situation in which
the U.S. three-month real rate is four percentage points above the three-
month rate on foreign securities but there is no interest differential for
intervals beginning after three months. Thus the six-month interest rates
differ by only two percentage points, the one-year rates differ by one per-
centage point, and so on. The value of the dollar can be one percentage
point above its equilibrium value since the interest rate differential is
enough to compensate for a one percent decline in the dollar, regardless
of whether this happens in three months, six months, a year, or longer.
But with the differential in real rates concentrated only in the three-
month maturity, any greater overvaluation of the dollar would imply an
expected future decline not compensated by the difference in interest
rates.

In contrast, consider the situation in which the real interest rate on the
U.S. 10-year bond is 4 percentage points above the real yield on foreign
10-year bonds with no interest differential for intervals after ten years.
Then the real value of the dollar can fall by 4 percent a year for ten years
and still leave an investor indifferent between having purchased dollar
bonds and foreign bonds. This implies that a 4 percent real interest dif-
ferential on 10-year bonds can support a 48 percent initial overvaluation
of the dollar.
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It is noteworthy therefore that, although the three-month real yield dif-
ferential reached zero by the end of 1982 and hovered around that level
thereafter, the long-term real interest differential at the end of 1983 was
in the range of two to four percentage points, depending on the method
of forecasting future inflation.4 The observed real interest differential
was therefore quite consistent with the observed rise in the dollar's real
value. I will return later to the more formal evidence on the link between
the dollar and the real interest differential.

While the change in U.S. monetary policy after October 1979 may have
reduced the inflation risk in U.S. fixed-income securities, the notion that
the dollar rose in the 1980s because the United States capital market is a
political safe haven for foreign funds seems doubtful. Although the
United States does offer a politically safe environment, it is hard to see a
rise in U.S. political stability vis-à-vis Switzerland or other major coun-
tries between the late 1970s and the early 1980s. Moreover, if there had
been a shift in the worldwide portfolio demand in favor of U.S. assets,
U.S. interest rates would have declined. The sharp rise in real rates sug-
gests that any "safe haven" increase in the demand for dollar assets was
overwhelmed by the increased supply of those assets. It is also doubtful
that the declines of 25 percent or more between February 1985 and Feb-
ruary 1986 in the value of the dollar relative to the German mark, the
Swiss franc, and the Japanese yen reflects any deterioration in the rela-
tive political stability and security of the United States.

Those who point to the reduced lending of U.S. banks to the Latin
American debtor nations after fall, 1982, as an example of the safe haven
effect misconstrue the portfolio effect of that lending. That change in
lending did not represent a change in U.S. demand for assets denomi-
nated in foreign currencies since those loans were all denominated in
dollars. Moreover, the loan proceeds were used by the borrowers either
to purchase imports or, through capital flight, to make deposits or pur-
chase assets in the United States.

There are two problems with the argument that the dollar rose because
the strength of the recovery attracted investments seeking to share in
U.S. profitability. First, the real value of the dollar rose through the reces-
sions of 1980 and 1981 and was 36 percent higher at the trough of the
second recession (in the final quarter of 1982) than it had been in 1980.
Real interest rates and projected budget deficits were rising during this
period even though the economy was sagging. Second, most of the capi-
tal inflow to the United States was in the form of bank deposits or pur-

4. This is shown on p. 52 of The Economic Report of the President for 1984.
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chases of short-term fixed income securities and only about one-third
was in the form of portfolio equity purchases or direct investment. In
1982 and 1983 combined, there was a $192 billion increase in foreign pri-
vate assets in the United States but direct investments were only $27 bil-
lion and stock purchases were only $33 billion.

In short, there are good reasons to reject the arguments of those who
say that the dollar's rise cannot be due to higher real rates because the
interest differential disappeared long ago and who attribute the dollar's
rise to the attractiveness of U.S. financial markets as a safe haven for for-
eign investors and as a place in which equity investments can participate
in the profitable recovery. Although the improved tax climate for invest-
ment should in principle have raised the value of the dollar, the evi-
dence presented below indicates that this effect is too weak to discern
statistically.

The study by Evans (1986) is unpersuasive for quite a different reason.
Evans's basic procedure is to relate quarterly movements in the exchange
rate to the quarterly "surprises" in the deficit, in government spending,
in monetary policy, and the like. These "surprises" are calculated as the
residuals from vector autoregression predictions of the deficit and other
variables. The fundamental problem with this procedure is that it as-
sumes that the deficit variable that might influence the exchange rate is
the concurrent deficit, when theory implies that it is the sequence of ex-
pected future deficits that influences the long-term real interest rate and
the exchange rate.5 There is no reason for the surprises in actual current
quarterly deficits to be related to the expected future deficits.6

Finally, the evidence presented below supports the importance of the
increased budget deficits as the primary cause of the rise in the dollar
and thereby refutes both the Ricardian-equivalence proposition that
budget deficits have no real effects and the position of McKinnon and
others who attribute all of the dollar's rise to tight monetary policy in the
United States.

2. Studies of the Dollar and the Interest Diffcrential
Except for the study by Evans (1986), the empirical research on the deter-
mination of exchange rates has focused on the relation between the

5. The importance of expected future deficits was emphasized in Feldstein (1983) and ana-
lyzed more formally in Frenkel and Razin (1984), Blanchard (1985), and Branson (1985).

6. The same criticism also applies to Plosser's (1982) claim that budget deficits do not influ-
ence the level of interest rates.
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exchange rate and the real interest differential.7 Although the equilib-
rium relation between the exchange rate and the interest differential is a
fundamental characteristic of portfolio balance in foreign exchange mar-
kets (Dornbusch 1976, Frankel 1979), there are four serious problems in
estimating an equation relating the exchange rate to the real interest dif-
ferential in order to understand the causes of variations in the real ex-
change rate and, more specifically, to assess the role of the budget deficit
as a cause of changes in the exchange rate.

First, the critical interest rate variable is very difficult to measure with
any accuracy. The difference in real long-term interest rates is equal to
the difference in nominal long-term interest rates minus the difference in
expected long-term inflation rates. It is clearly very difficult to measure
with any accuracy the difference between the long-term expected infla-
tion rates in the two countries. These expectations depend not only on
the history of inflation in the two countries but also on the credibility of
government and central bank policies. The critical real interest differ-
ential is therefore subject to substantial measurement error that will tend
to bias the coefficient toward zero and to reduce the statistical signifi-
cance of its effect.8

Second, changes in the level of the real interest rate in each country

7. Although measures of the money stock, inflation, and real activity have sometimes been
included among the regressors, neither the budget deficit nor the effect of changes in tax
rules has been included. See Frankel (1979) for a relatively early study of this form and
Hooper (1985), Meese and Rogoff (1985) and Sachs (1985) for more recent examples;
Obstfeld (1985) provides a very useful survey of recent research on this subject. I-looper
allows budget deficits and tax rules to affect the exchange rate as part of a large econo-
metric model but the estimated effect is only through their impact on the real interest
differential. Moreover, since Hooper uses only the current budget deficit (rather than
expected future deficits) it is not surprising that he estimates only a relatively small
effect of the deficit on the exchange rate.

After this paper was written, I received a copy of Hutchinson and Throop (1985); the
authors provide a very careful analysis that shows that the trade-weighted real value of
the dollar can be explained by an equation that combines the real interest differential
between the United States and the seven major industrial countries and a corresponding
one-year expected structural budget deficit differential. Both the interest rate and the
deficit differential are significant in this formulation. They present no evidence about
monetary policy or tax policy.

8. A review of the papers that use a "real interest differential" to explain exchange rate
variations shows the potential seriousness of this problem. For example, Frankel's 1979
paper used the short-term German-U.S. interest differential instead of the long-terni dif-
ferential and measured the difference in expected. long-term inflation rates (a separate
variable in his formulation) by the difference in long-term bond rates. Meese and Rogoff
(1985), in an otherwise very sophisticated paper, also generally use the three-month in-
terest rates; when they do use long-term bonds, they take inflation during the most re-
cent twelve months as a proxy for long-term expected inflation. Hooper's analysis is
perhaps most satisfactory but uses only a three-year moving average of inflation rates.
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reflect changes in the risk premium required to get investors to hold the
debt denominated in that currency. These changes reflect variations in
the perceived risk of fluctuations in the interest rate and the exchange
rate as well as variations in the relative quantities of the assets denomi-
nated in that currency. An increase in the level of the real interest rate
from a change in the.risk premium can occur with no change in the ex-
change rate.

Third, the real interest rates in the two countries are endogenous vari-
ables, responding to changes in the exchange rate in a way that causes
the direct structural effect of the interest rates on the exchange rate to be
underestimated. Thus, a strong dollar implies a reduction in net exports,
which depresses aggregate demand in the United States and therefore
tends to lower the U.S. real interest rate. In addition, the strong dollar
reduces U.S. net exports, thereby increasing the net capital inflow to the
United States; the increase in the current and projected net capital inflow
also tends to lower U.S. real interest rates. The stronger dollar may at
times induce a more lax monetary policy than would otherwise prevail,
temporarily reducing the real interest rate. These inverse effects of the
dollar on the level of interest rates attenuates the measured direct effect
of the interest rate on the level of the dollar.

An increase in the dollar-DM rate also tends to raise the real interest
rate in Germany through the same three channels that cause it to lower
the real interest rate in the United States. The weaker mark increases eco-
nomic activity in Germany and this raises the real interest rate. The cur-
rent and projected outflow of capital from Germany that accompanies
the trade surplus raises the equilibrium real interest rate. And recent ex-
perience indicates that a fear of the inflationary consequences of a declin-
ing mark caused the Bundesbank to tighten monetary policy as the mark
fell relative to the dollar.9

In the econometric estimates of the relation between the exchange rate
and the interest rate presented in section 6, 1 use an instrumental vari-
ables procedure that treats the interest differential as endogertous. The
instrumental variables are the budget deficits of the two càuntries, the
past growth of the monetary base, and the past rates of inflation. The use
of the instrumental variable procedure may also reduce the bias that re-
suits from the difficulty of measuring expected inflation. However, de-
spite its desirable large-sample properties, the instrumental variable
procedure is of only limited comfort with the small sample available in
the present study.

9. On the induced change in Bundesbank policy, see Feldstein (1986a) and Feldstein and
Bacchetta (1986).
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In addition to the statistical problems of estimating the direct effect of
exogenous shifts in the real interest differential on the exchange rate,
there is the more fundamental issue that evidence on the dollar's re-
sponse to changes in the real interest rate does not resolve the issue of
the relative importance of changes in the budget deficit, in tax policy,
and in monetary policy. Although that could in principle be obtained by
estimating a separate equation relating the real interest rate to the budget
deficit, tax, and monetary variables,'0 that two-equation specification
implicitly assumes that these variables affect the. exchange rate only
through the real interest differential. At a minimum, changes in mone-
tary, tax, and budget policies may affect the expected rate of inflation
and the uncertainty about future real interest rates in ways that are not
captured by the measured values of the real interest rates. In addition, as
Dornbusch (1983) has noted, the budget deficit can have a direct effect
through the relative demand for domestic and foreign goods.

This article therefore focuses on estimating a reduced-form specifica-
tion that relates the dollar-DM exchange rate to four key variables: ex-
pected future budget deficits; tax-induced changes in the profitability of
investment in plant and equipment; past inflation; and changes in mone-
tary policy. The specification is also extended to include other variables
such as the net U.S. stocks of international investment and the rate of
growth of real GNP. A dummy variable is also used to evaluate whether
the dollar's exchange value was higher in the period 1980—84 for some
other unmeasured reason such as an increased attractiveness of the
United States as a "safe haven" for foreign funds or international inves-
tors' greater faith in the Reagan administration. In addition to these
reduced-form equations, the paper also reports estimates of equations
relating the dollar-DM exchange rate to a measure of the real interest rate
differential, using an instrumental variable procedure to reduce the sta-
tistical bias that might otherwise result from the endogeneity of the in-
terest rates and the errors of measurement.

The next section describes these key variables and their construction
in more detail. The estimated equations are then discussed and pre-
sented in sections 4 and 5.

3. The Key Variables of a Reduced-Form Specification
The dependent variable of the equations presented below is the real ex-
change rate between the dollar and the German mark calculated as the
nominal exchange rate multiplied by the ratio of the GNP deflators. The

10. This is done in Feldstein (1986b).
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exchange rate is stated as the number of German marks per U.S. dollar; a
rise of the dependent variable is thus a rise in the real value of the dollar.

The key variables of the reduced-form specification described above
cannot be observed directly but must be constructed. Here I describe the
rationale for these variables and the way that they have been constructed
for the current study. The regression equations reported later are esti-
mated with annual observations for the period 1973 through 1984. The
analysis uses annual observations because quarterly or monthly observa-
tions on variables like the expected future budget deficits and the tax-
induced changes in profitability would probably contain much more
measurement error with little or no increase in actual information.

3.1. EXPECTED U.S. BUDGET DEFICITS

It is the path of expected future budget deficits rather than simply the
current year's deficit that influences the level of real interest rates and the
exchange rate. In 1983 testimony (Feldstein 1983) I emphasized this link
of the exchange rate to expected future budget deficits as follows:

That is the essential explanation of the strong dollar: the high real long-term in-
terest rate in the United States, combined with the sense that dollar investments
are relatively safe and that American inflation will remain low, induces investors
worldwide to shift in favor of dollar securities. Moreover, the unusually high real
long-term interest rate here relative to the real rates abroad is now due primarily
to the low projected national savings rate caused by the large projected budget
deficits (emphasis addedi.

To clarify the importance of the long-term projected deficits rather
than just the current year's deficit, I noted:

Net national saving fell from its customary 7 percent of GNP to only 1.5 percent
of GNP in 1982 and 1.5 percent of GNP in the first three quarters of 1983.
Moreover, and of particular importance in this context, the large budget deficits
that are projected for the next five years and beyond if no legislative action is
taken means that our net national saving rate will continue to remain far below
the previous level.

If government borrowing is high for only a single year, the additional
government debt can be absorbed by temporarily displacing private in-
vestment with little effect on long-term interest rates. In contrast, the
expected persistence of budget deficits in the future implies a larger in-
crease in the stock of debt that must be sold to the private sector and a
persistent displacement of private investment that must be achieved to
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accommodate the government's borrowing. Future budget deficits also
mean future increases in potential aggregate demand that will lead to
higher future short-term interest rates and therefore to higher current
long-term rates. All of these considerations imply that the dollar ex-
change rate should be more sensitive to expected future deficits rather
than to the current year's budget deficit.

Blanchard (1985) emphasized the importance of expected future defi-
cits in the determination of current long-term interest rates and Frenkel
and Razin (1984, 1986) and Branson (1985) emphasized the importance
of expected future deficits in exchange rate determination.

The expected persistence of structural budget deficits also increases
the risk that political pressures will lead to an inflationary monetary
policy. To this extent, expected high future deficits may raise nominal
interest rates but reduce the exchange value of the dollar by making
dollar-denominated fixed income securities more risky.

Neither of the studies that explicitly looks at budget deficits considers
the expected sequence of future budget deficits. I have already com-
mented on the fact that Evans's (1986) procedure is based on the differ-
ence between the budget deficit in the current quarter and the deficit
predicted by a VAR equation for the current quarter. There is no atten-
tion to expected future deficits. Hooper's (1985) analysis is also in terms
of the current quarter's budget deficit with no attention to expected fu-
ture deficits. As a result, I am not inclined to give any weight to Evans's
negative conclusion or to Hooper's condusion that budget deficits had
only a small effect on the dollar exchange rate.

The variable used in this study to represent the anticipated future
budget deficit (DEFEX) is an estimate of the average ratio of the budget
deficit to GNP for five future years. Since the five-year deficit forecast is
used as a proxy for the long-term expected deficit, it is appropriate to
eliminate the cyclical component of the deficit and focus on the struc-
tural component of the deficit relative to an estimate of potential or full-
employment GNP. The structural deficit is calculated from the observed
or projected deficit and an estimate of the difference between the actual
GNP and potential GNP. The details of this calculations and of the deri-
vation of potential GNP are des9ribed in Feldstein (1986b).

Although five-year forecasts of the deficit and of GNP have been made
in recent years, they are not available for the entire sample period. The
analysis therefore assumes that, for the years for which it is observable,
the actual deficit and the actual GNP are the best estimates of the values
that financial market participants previously anticipated. For the years
1985 and beyond, the expected deficit and expected GNP are measured
by the projections published in July 1985 by Data Resources, Inc. The
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Data Resources deficit projections reflect anticipated policy develop-
ments as well as existing tax and spending rules; they are therefore taken
as an indication of the view of sophisticated financial market partici-
pants. The actual and projected deficits are then adjusted to obtain
structural deficits and full-employment GNP. Note that this implies that
for recent years the expected deficit variable is a combination of actual
deficits and projected deficits; e.g., the 1983 expected future deficit vari-
able includes the observed deficit and GNP variables for 1983 and 1984
but the DRI projections for 1985 through 1987.

The anticipated deficit variable has been constructed in a way that, as
far as possible, avoids discretionary decisions in order to eliminate any
suspicion that the deficit variable has been modified to obtain a variable
that can explain the variations in the exchange rate. Avoiding discretion
can, however, lead to implausible assumptions and several people com-
menting on an earlier draft of this article said that they were concerned
about the implication that the financial markets anticipated the unprece-
dented growth of budget deficits in the 1980s even before the 1980 elec-
tion of Ronald Reagan and the presentation of his 1981 budget.

I have therefore constructed an alternative expected deficit variable
that differs from the standard expected deficit variable for the years 1977
through 1980. For those years, the alternative expected five-year average
deficit ratio is calculated by assuming that the 1980 ratio of structural
deficit to GNP persists. For example, the average for 1978 con-
sists of an average of the deficit-GNP ratios for 1978, 1979, and 1980
with 1980 getting 60 percent of the weight. This variable will be denoted
DEFALT (alternative deficit variable). The empirical analysis shows that
substituting this for my standard expected deficit variable improves the
explanatory power of the equation but does not alter the estimated
coefficient.

3.2. EXPECTED GERMAN BUDGET DEFICITS

Although the exchange rate between the dollar and the German mark
might at first seem to depend symmetrically on the budget deficits of the
United States and Germany, this is true only if the two countries are
symmetric in all other relevant ways. There are, however, two major dif-
ferences between the United States and Germany that imply that changes
in German deficits have smaller effects on the exchange rate than changes
U.S. deficits.

First, the German economy is less than one-third the size of the U.S.
economy. An increase in the German deficit by 1 percent of GNP is
therefore only one-third as large as 1 percent U.S. GNP deficit increase.

More important, the close links among the European economies, now
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formalized by the European Monetary System, means that European in-
vestors will frequently act as if exchange rates among the major Euro-
pean countries are fixed. To the extent that this is true, what matters is
not the change in the German budget deficit as a percentage of German
GNP but the change in the combined European (or EMS) budget deficits
as a percentage of the combined GNPs of those countries. Although this
idea will be the subject of further attention in a future study, the current
article uses only the ratio of the German budget deficit to German GNP.

The German expected deflcit-GNP ratio variable (DEFEXG) is con-
structed to be as close as possible in concept to the U.S. expected deficit
variable, although differences inevitably remain. The basic source of the
data is an OECD study of structural budget deficits (Price and Muller
1984) that provides estimates of the ratio of the structural budget deficit
to potential GNP for each year from 1973 through 1984. Forecasts for
1985 and 1986 are obtained from the OECD Economic Outlook for De-
cember 1985. For the years through 1982, these data can be used to con-
struct a five-year average by assuming that financial markets expected
the deficit-GNP ratios that were subsequently observed (or, for 1985 and
1986, that were subsequently forecast by the OECD). For 1983 and 1984,
we lack the necessary forecasts of the deflcit-GNP ratio in the more dis-
tant future; we therefore assume that investors project the deficit-GNP
ratio at the 1984 level.

It should be noted that there is a serious problem in defining the struc-
tural deficit for Germany since the German unemployment rate (defined
to approximate U.S. standards) rose from less than 1 percent in 1973 to
nearly 8 percent in 1984. There is substantial controversy about how
much of this increase is cyclical and how much is structural. Although
the present analysis adopts the deficit implicit in the OECD measure of
the structural deficit, it is clear that there is substantial possible error in
this variable.

3.3. TAX-INDUCED CHANGES IN PROFiTABILITY

The after-tax profitability of new corporate investments in plant and
equipment determines the corporate demand for funds. If the domestic
supply of funds to the corporate sector is relatively inelastic, an increase
in the corporate demand for funds will put upward pressure on real in-
terest rates and attract an inflow of capital from abroad. In contrast, if
the corporate sector is a relatively small part of the domestic capital mar-
ket, an increase in the corporate demand for funds can probably be satis-
fied without a significant rise in the real rate of return and therefore with
little effect on international capital flows and the dollar.

The difference between pretax and after-tax profitability depends on
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the corporate tax rate, the depreciation rules, the investment tax credit,
and the rate of inflation. All of this can be summarized by the "maximum
potential real net return" (MPRNR) that the firm can afford to pay to the
suppliers of capital on a standard project.u In an economy without
taxes, the MPRNR on a project would be the traditional real internal rate
of return. With taxes and complex tax depreciation rules, the MPRNR is
the maximum real return that the firm can afford to pay on the outstand-
ing "loan" (of debt or equity or a combination of the two) used to finance
the project and have fully repaid the "loan" when the project is exhausted.

The standard project for which this calculation is done is a "sandwich"
of equipment and structures in a ratio that matches the actual equipment-
structures mix of the nonresidential capital stock. Because the tax law
specifies depreciation rules and interest deductibility in nominal terms,
the expected real net return depends on the expected rate of inflation; a
maximum potential nominal return is obtained using an expected infla-
tion series generated by a "rolling" ARIMA forecast (described below)
and then the real MPRNR is calculated by subtracting the average ex-
pected inflation rate from this maximum potential nominal return. Full
details of the calculation are provided in Feldstein and Jun (1986) in
which it is also shown that variations in the MPRNR have had a substan-
tial effect on corporate investment in the past quarter-century.

The MPRNR represents a potential net return that the firm can provide
in the sense that it takes into account the deductibility of interest pay-
ments. From the portfolio investor's point of view, what matters is not the
MPRNR but the maximum market rate of return that the corporation can
provide. This differs from the MPRNR essentially in the fact that the
portfolio investor receives gross interest while the MPRNR reflects inter-
est net of the corporate deduction for that interest cost. The maximum
real return depends on the mix of debt and equity that the firm uses to
raise marginal increments to its capital stock. If we assume an average
ratio of two-thirds equity and one-third debt and incorporate the average
historical standard difference in the net returns of equity and debt, we
can calculate "the maximum potential real interest return" (MPRIR).'2

The MPRNR measure of real net profitability remained at approxi-
mately 6.0 percent during the years 1973 through 1984 and then rose
to approximately 7.3 percent in the early 1980s. The behavior of the

ii. This M1'RNR measure is very closely related to the MPNR and MPIR values calculated
in Feldstein and Summers (1978) and updated with some improvements in Feldstein
and Jun (1986).

22. See Feldstein (1986b) for an explanation of how the related nominal MPIR is calculated.
The MPRIR is obtained from the MPIR by substracting the same average projected in-
flation rate used to generate the MPNJR and MPIR values.
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maximum potential real interest rate was quite different. Since nominal
interest rates are deductible in calculating the taxable profits of the cor-
poration, a one percentage point decline in expected inflation reduces
the maximum potential nominal interest rate by more than one percent-
age point and therefore reduces the maximum potential real interest
rate. The MPRIR measure of the maximum real net interest rate rose sig-
nificantly between 1973 and 1981 (because of the rising expected rate of
inflation) and then came down significantly in the 1980s. Both variables
are studied in the empirical section.

3.4. EXPECTED INFLATION

The expected inflation rate has no direct role in a simple model of
exchange-rate determination since the exchange rate depends only on
the difference in real rates. However, as Frankel (1979) has emphasized,
a rise in expected inflation may temporarily depress real interest rates
(because nominal rates do not adjust rapidly enough) and therefore the
exchange rate. In addition, financial investors may regard a higher infla-
tion rate as inherently more uncertain; a government that has allowed its
inflation rate to get to (say) 10 percent may be less able to control it in the
future than a government that has kept its inflation rate under 5 per-
cent. The uncertainty of future inflation makes the future value of the
currency more uncertain and therefore depresses the demand for the
currency.

The expected rate of inflation is not only unobservable but depends on
a large number of variables: past rates of inflation; past increases in
monetary aggregates; projected structural budget deficits; changes in
energy prices; the current level of capacity utilization; etc. Although it is
not possible to combine all of these factors to obtain a single operational
measure of expected inflation, the exchange-rate equations presented
below include many of these variables. The proper interpretation of the
projected structural budget deficit variable, for example, is therefore a
combination of the direct effect of the deficit on real interest rates and
any effect that operates through expected inflation and inflation uncer-
tainty. It is not possible to identify these separate effects but only to
quantify the net impact of expected deficits on the exchange rate.

Although this approach is satisfactory as a general way of dealing with
the effect of expected inflation on the dollar's value, it cannot be used for
quantifying the effect of the tax-inflation interaction on the maximum
potential real interest rate. For that purpose, we require an explicit year-
by-year forecast of inflation over the future life of the standard invest-
ment project. To do that, we estimate a series of first-order ARIMA
models using quarterly data on the GNP deflator with observations
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through each year and use these models to forecast future inflation rates
for the 30-year life of the standard investment project. The algorithm cal-
culates nominal values of MPNR and MPIR using the entire set of thirty
years of inflation rates. These nominal returns are then converted into
real returns by subtracting a weighted average of the projected future
inflation rates.

This "projected inflation variable" (INFEX) is also used as a separate
explanatory variable in the exchange-rate regressions to summarize the
past rates of inflation. As an alternative, equations are also presented
with a polynomial distributed lag on past rates of change of the GNP
deflator. -

3.5. OTHER VARIABLES

The other variables that are included in some or all of the estimated
exchange-rate equations can be easily described.

The basis measure of U.S. monetary policy in this study is the rate
of change of the monetary. base (MBGRO). As an alternative, equations
are also estimated with the rate of change of Ml (M1GRO). Variables
such as the ratio of money to GNP or the interest rate would clearly
be endogenous in a way that would be inappropriate for the current
specification.

For Germany, equations are presented with the rate of change of the
Central Bank money stock (MBGROG). There is, however, a problem of
interpreting this variable if, as I believe, the Bundesbank altered the
growth of its monetary base in response to variations in the dollar-DM
ratio. A strong dollar and declining mark created potential inflationary
pressures that caused the Bundesbank to reduce the growth of the mone-
tary base, thereby introducing an offsetting negative correlation between
the growth,of the German monetary base and the strength of the dollar.

Much of the financial market discussion of short-term changes in
exchange rates focuses on changes in the pace of economic activity, pre-
sumably as an indicator of future changes in real interest rates. Dorn-
busch (1983) and Obstfeld (1985) also show how changes in domestic
demand can alter the exchange rate by changing the relative demand for
domestic and foreign goods. The current analysis uses the change in real
GNP (GNPGRO) as a measure of economic activity.

Some of the equations also include a dummy variable for the period
beginning in 1980 (DUM8O+) to see whether the effects attributed to the
rising budget deficit are due simply to some other unidentified or un-
measured character of the period since 1980, such as the altered nature
of monetary policy or the strengthened political "safe haven" quality of
the dollar.
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Finally, some of the equations include the net international investment
position (NIIP) of the United States, i.e., the excess of U.S. investments
abroad over foreign investments in the United States. If U.S. securities
are not a perfect substitute for foreign securities, an exogenous increase
in the net international investment position of the United States should
strengthen the dollar by reducing the demand for additional foreign se-
curities by U.S. investors. Similarly, an exogenous rise in the foreign
holding of U.S. securities (a decrease in the U.S. net international invest-
ment position) should reduce the value of the dollar by reducing the de-
mand for dollar securities.

Since the NIIP of the United States reflects past current account defi-
cits, the level of the NIIP will not be exogenous if the residual in the cur-
rent account equation or in the equation for the exchange rate is serially
correlated. For example, an increased taste for investing in dollar se-
curities will strengthen both the dollar and, after a lag, reduce the U.S.
net international investment position. Since the taste shift is unobserv-
able, the coefficient of the NIIP of the United States will be biased down-
ward toward zero. Although it would be desirable to develop a more
complete analysis of this issue with which to model the process of port-
folio satiation, the current research settles for only a very simple exten-
sion of the basic specification to include the NIIP variable.

4. A Summary of the Reduced-Form Estimates
It is useful to begin with a summary of the estimated reduced-form equa-
tions and a commentary on the magnitude of the estimated coefficients.
The individual estimated equations are presented and discussed in sec-
tion 5. The equations relating the exchange rate to real expected interest
rates in the United States and Germany are discussed in section 6.

The dependent variable of all of the estimated equations is the real
dollar-DM exchange rate, defined as the number of German marks per
dollar, adjusted for the level of the GNP deflator of the two countries and
normalized to 1.0 in 1980. This variable declined erratically from 1.21 in
1973 to 0.97 in 1979 and then dimbed to 1.72 in 1984. Individual annual
values are shown in appendix table A-i, together with the annual values
of all other variables used in this study.

The basic equation relates the real dollar-DM exchange rate to the ex-
pected structural deficits as a percentage of GNP (DEFEX), the maxi-
mum potential real interest rate that can be supported by a standard
investment project given the concurrent tax rules and expected inflation
(MPRIR), the rate of growth of the monetary base (MBGRO), and the
average future GNP inflation projected by a rolling ARIMA model
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(INFEX). To test the sensitivity of the estimated effect of the expected
deficit variable to the specification of the exchange rate equation, a large
number of variants of this basic specification have been estimated. These
variations omit some of the basic variables, replacing the basic variables
with other closely related variables (e.g., replacing INFEX by a poly-
nomial distributed lag on past changes in the GNP deflator) and adding
additional variables.

Several results are very robust with respect to alternative specifica-
tions. The coefficient of the expected future budget deficits is always
positive, substantial, and almost always statistically significant. The
point estimate generally varies between 0.25 and 0.40. To appreciate the
magnitude of this coefficient, it is useful to recognize that DEFEX rose
from 1.58 (percent of GNP) in 1978 and 1.79 to 3.38 in 1983 and 3.33 in
1984. Comparing the average of the first two years with the average of the
last two years implies an increase of 1.67 percent of GNP. A coefficient of
0.25 implies an increase of the dollar-DM exchange rate index of 0.42
while a coefficient of 0.40 implies an increase of the dollar-DM index of
0.67. Since the dollar-DM index rose from 0.99 in 1978—79 to 1.61 in
1983—84, the rise in the expected budget deficit can account for between
two-thirds of the dollar's rise (0.42/0.62 = 0.677) and slightly more than
100 percent of the dollar's rise (0.67/0.62 = 1.08).

The coefficient of monetary base growth is always negative and gener-
ally statistically significant. A negative coefficient implies that a faster
growth of the monetary base depresses the value of the dollar. This may
be because an increase in the monetary base temporarily increases the
liquidity of the banking system and therefore reduces interest rates or,
more generally, because it causes nominal interest rates to decline. Alter-
natively, more rapid growth of the monetary base may raise expected in-
flation or inflation uncertainty, thereby making dollar securities more
risky.

The value of the coefficient of the annual growth rate of the monetary
base is approximately —0.06. Although the implied effect of monetary
policy can explain relatively little of the dollar's rise from 1980 to 1984, it
does indicate an important effect during the early part of the period. The
annual rate of growth of the monetary base fell from 8.8 percent in 1978
and 1979 to a low of 6.4 percent in 1981. The coefficient of 0.06 implies a
rise in the DM-dollar exchange rate index of 0.144 between these years.
Since the actual exchange rate index rose from 0.99 to 1.31, the tighter
money can account for nearly one-half of the observed rise (0.144/0.32 =
0.45) from 1978—79 to 1981. However, since the expected budget deficit
increased during the same years from 1.68 percent of GNP to 2.82 per-
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cent of GNP, the implied rise in the DM-dollar index was about twice as
large as the rise implied by the change in monetary policy and the two
together account for more than the entire rise, implying that other fac-
tors depressed the dollar's value during this period.

By 1984, the annual rate of increase of the monetary base was back up
to 8.1 percent, implying that the change since 1978—79 could only ex-
plain about 0.05 points of the 0.73 point rise in the real dollar-DM ratio.

The coefficient of the MPRIR tax variable was frequently insignificant
and generally had the wrong sign (implying that increases in the maxi-
mum potential real interest rate that resulted from changes in ex ante
effective tax rates depressed the value of the dollar). The coefficient of
the MPRNR variable also generally had the wrong sign but was almost
always insignificant. While a negative coefficient cannot be reconciled
with the theoretical expectations, the insignificant coefficients are con-
sistent with an earlier finding (Feldstein and Summers 1978) that shifts
in the MPIR had only a small effect on market interest rates, a result that
was obtained more recently (Feldstein 1986b) in an even stronger form.
The small and insignificant effect of the MPRIR and MPRNR on the fi-
nancial variables stands in sharp contrast to their powerful effects on
real investment reported in Feldstein (1982) and Feldstein and Jun (1986).

The insensitivity of the real interest rate and the real exchange rate to
the rate that corporate borrowers can afford to pay on a standard invest-
ment project may simply reflect the fact that corporate borrowers repre-
sent only a small part of the funds raised in credit markets. Between 1980
and 1984, corporate borrowing was only 20.5 percent of the total funds
raised in the credit markets by all of the public and private nonfinancial
borrowers combined. Even a substantial shift in the demand curve rep-
resented by this 20 percent need not cause an appreciable rise in the in-
terest rate if the additional funds are easily attracted from the other
borrowers, from potential savers, or from the rest of the world.

Negative coefficients of the M1'RIR and MPRNR variables cannot be
given a structural interpretation. They may represent the correlation of
this variable with other omitted variables that depress the value of the
dollar. While this leaves some residual doubt about the actual impact of
the tax changes, it is important to note that including, excluding, or
changing the specification of the tax variable does not alter the conclu-
sions about the expected budget deficit variables.

The inflation variables had a negative coefficient, implying that a
higher rate of predicted (or past) inflation depressed the relative value of
the dollar. This may reflect a failure of the nominal interest rate to adjust
quickly enough to changes in the expected rate of inflation. Alterna-
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tively, if there is a positive correlation between the inflation level and in-
flation uncertainty, the higher level of predicted inflation may make the
dollar a riskier asset for investors and therefore an asset of lower value.

Although the inflation coefficient was always negative, the magnitude
of the coefficient varied substantially from one specification to another
and was not always statistically significant. In interpreting the coeffi-
cient, it should be borne in mind that INFEX rose from 6.7 percent in
1978—79 to 8.1 percent in 1981 and fell to 5.5 percent in 1984. A coeffi-
cient of —0.04 on this variable would imply a decline of 0.06 points on
the dollar-DM index between 1978—79 and 1981, followed by a rise of
0.10 points between 1981 and 1984. This increase represents about one-
fourth of the rise in the dollar-DM index during those years.

The estimated coefficients of the expected German budget deficits are
always insignificant. This may reflect the difficulty in measuring the Ger-
man structural deficit accurately or it may reflect the fact that the close
links among the European economies mean that the dollar-DM ratio is
not sensitive to German deficits per Se. Only future work will clarify
this. It is important to note, however, that the indusion or exclusion of
this variable has essentially no effect on the coefficient of the U.S. budget
deficit variable.

5. The Estimated Reduced Form Equations
Table 1 presents the basic reduced-form equation and a number of varia-
tions on this specification. In equation (1.1) the coefficient of the ex-
pected deficit variable (DEFEX) is 0.375 with a standard error of 0.071,
implying that each percentage point increase in the ratio of expected
structural deficit to GNP raises the real dollar-DM index by 0.375 points.
As noted above, the real dollar-DM index rose from 0.99 in 1978—79 to
1.72 in 1984 while the expected deficit rose from 1.68 percent of GNP to
3.35 percent of GNP. The coefficient of 0.375 implies that the rise in
DEFEX accounts for 63 points of the 73-point rise in the index.

The coefficient of the tax variable, the maximum potential real interest
rate (MPRIR) supportable by a standard project, has the wrong sign. I
will return later to this and to its sensitivity to specification.

The coefficient of the ARIMA inflation projection (INFEX) is negative
but is only —0.010 and much smaller than its standard error of 0.029. It is
useful to reiterate a point made earlier that this ARIMA variable should
not be regarded as equivalent to inflation expectations since inflation ex-
pectations at any time will also reflect the growth of the monetary base,
the size of projected budget deficits, and many other political and eco-
nomic factors.
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Finally, the rate of growth of the monetary base has a coefficient of
—0.06 (with a standard error of 0.042), implying that a faster rate of
monetary growth depresses the value of the dollar.

The adjusted R2 of 0.78 implies that the equation explains the varia-
tions in the dollar-DM ratio quite well and the Durbin-Watson statistic of
1.68 indicates that there is little serial correlation of the residuals.

Equation (1.2) replaces the basic DEFEX variable with the alternative
DEFALT variable (described in section 3.1) that was constructed to avoid
the assumption that financial market participants anticipated the large
budget deficits before 1981. The coefficient of DEFALT is 0.385 and there-
fore almost identical to the 0.375 coefficient of DEFEX reported in equa-
tion (1.1). The standard error of DEFALT is, however, only 0.031 or less
than half of the standard error of the coefficient of DEFEX, reflecting the
fact that the alternative variable has far less "noise" in it. This is also seen
in the sharp rise of the corrected from 0.78 in equation (1.1) to 0.95 in
equation (1.2). The other coefficients are not changed in any substantial
way. Although DEFALT seems clearly to be a better variable than the
DEFEX variable, the latter does have the virtue that its construction in-
volved less discretion and I will continue to present results for DEFEX.

Because the coefficient of the inflation variable is much smaller than its
standard error, it is desirable to conserve the very scarce degrees of free-
dom by reestimating the equation with the INFEX variable omitted. This
is done in equation (1.3). None of the remaining coefficients or standard
errors changes appreciably.

Instead of omitting the rolling ARIMA forecast variable, equation (1.4)
replaces it with a polynomial distributed lag on the annual changes of
the GNP deflator. The distributed lag coefficients are constrained to sat-
isfy a third-order polynomial on six lagged values of the annual rate of
change of the GNP deflator with no restriction on the final weight. The
sum of the implied coefficients is —0.098 with a standard error of 0.082.
The monetary base variable remains essentially unchanged with this re-
specification. The coefficient of MPRIR drops to —0.016 and is com-
pletely insignificant (standard error 0.077); this is reassuring since an
insignificant coefficient is quite plausible while a significantly negative
one cannot be justified. Finally, the coefficient of DEFEX drops to 0.254
but remains both statistically significant and economically very power-
ful. The corrected R2 statistic of 0.84 shows that the polynomial dis-
tributed lag specification has slightly greater explanatory power than the
more constrained INFEX specification.

Since the MPRIR variable is either insignificant or significant with the
wrong sign, it is useful to see the implications of omitting it from the
specification. This is done in equation (1.5). The coefficient of the DEFEX
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variable is 0.234, indicating that the decline in the coefficient value ob-
served in equation (1.4) was due to the small size of the MPRIR coef-
ficient rather than to the change in the inflation variable per Se. This
specification is clearly inferior to the previous ones, with a much lower
corrected and a very much lower Durbin-Watson statistic.

To deal with the low Durbin-Watson statistic, equation (1.5) was re-
estimated with a first-order transformation. Since this still had a low
Durbin-Watson statistic, a second-order autocorrelation correction was
used. This is shown in equation (1.6). The DEFEX coefficient has re-
mained essentially unchanged at 0.236 and the MBGRO coefficient has
returned to —0.060. The inflation coefficient is now the same size as its
standard error. This variable is dropped in equation (1.7) where the
other coefficients remain essentially unchanged.

The specification of the MPRIR variable requires assuming a particular
marginal debt-equity ratio and a particular yield difference between
equity and debt. An alternative measure of the effect of changes in tax
rules and in the tax-inflation interaction is to use the less restricted vari-
able MPRNR, the maximum potential real net return. This alternative is
used in equations (1.8) through (1.10).

Equation (1.8) parallels (1.1) except for the substitution of MPRNR for
MPRIR. The DEFEX variable is essentially unchanged (0.343 with a
standard error of 0.123) while the MPRNR is statistically insignificant.
MBGRO is similar to its earlier value (—0.054) and the INFEX variable
is now nearly twice its standard error (—0.070 with a standard error
of 0.039). A first-order autocorrelation correction actually lowers the
Durbin-Watson statistic.

A far better specification is obtained by substituting the polynomial
distributed lag for the INFEX variable (equation 1.10). This combination
of variables has the highest corrected R2 statistic (0.86) of all the regres-
sions that include the DEFEX variable and a Durbin-Watson statistic of
2.48. The coefficient of the DEFEX variable is 0.283 with a standard error
of only 0.075. MBGRO and PDLINF are both negative and nearly twice
their standard errors while the coefficient of MPRNR is satisfactorily less
than its standard error.

Equation (1.11) is similar to (1.1) but constrains the monetary base
growth not to appear in the equation. Although the resulting specifica-
tion is not very satisfactory, the coefficient of DEFEX remains almost un-
changed from equation (1.1).

Finally, equation (1.12) substitutes the rate of growth of Ml for the rate
of growth of the monetary base. The coefficients are generally similar to
those of equation (1.1) but the overall goodness of fit is slightly worse.

A variety of additional sensitivity tests are presented in table 2. These
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tests involve adding several new variables as well as considering some of
the variations discussed in table 1. All of the results again support the
conclusion that the coefficient of the expected deficit is statistically sig-
nificant and economically powerful.

Equation (2.1) starts with the basic specification of equation (1.1) and
adds a dummy variable equal to one for the years 1980 through 1984 and
zero for the previous years. The purpose of the dummy variable is to test
whether the dollar was strong in the 1980s for any of a variety of other-
wise unspecified reasons (the new monetary policy regime that began in
October 1979; the Reagan presidency; the increased importance of the
United States as a political safe haven for foreign capital). if some com-
bination of omitted variables did indeed raise the dollar in the 1980s
above what it would otherwise have been, the equations of table 1 might
have imputed this to the large expected deficits or to some other variable
that distinguished the 1980s from previous years. Including a specific
dummy variable should eliminate this source of bias.

Rather surprisingly, the coefficient of the dummy variable for the 1980s
(DUM8O+) is negative, about twice its standard error and quite large in
absolute size (about —0.25). This implies that the unspecified factors at
work in the 1980s had the effect of lowering the dollar relative to the Ger-
man mark in comparison to the earlier years. Faced with the negativeco-
efficient, it is of course possible to identify possible explanations. For•
example, the decline in OPEC financial assets during most of the 1980s
reduced the demand for dollar securities relative to DM securities. The
conservative political victories in Germany and Britain, and the switch in
French economic policy, may have revived the demand for portfolio in-
vestment in Europe.

The important point to note about these arguments is that they imply
that the actual rise of the dollar in the 1980s is even more surprising and
that the combined role of those factors that systematically raised the dol-
lar was even stronger. The other coefficients of equation (2.1) show that
the primary effect of including DUM8O+ is to raise the coefficient of
DEFEX from 0.375 to 0.525.

The DUM8O+ variable appears in most of the specifications of table 2.
Its coefficient is almost always about twice its standard error and it has
the effect of raising the coefficient of DEFEX to 0.5 or above. Although it
is of course possible that the DUM8O+ variable is spurious, it is not nec-
essary to decide this question in order to say whether the rise in the
expected budget deficit was an important cause of the increase in the
dollar. That is dearly an implication of the specifications of tabel 1 with-
out the DUM8O+ variable as well as of the equations in table 2 with the
DUM8O+ variable.
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Equation (2.2) drops the INFEX variable and equation (2.3) replaces it
with the polynomial distributed lag. Equation (2.4) omits the tax variable
while equation (2.5) switches to the relatively unconstrained MPRNR
specification. Equation (2.6), with no tax variable and with the distrib-
uted lag specification of the inflation variable is one of the few specifica-
tions in which the coefficient of the DUM8O+ variable is only slightly
greater than its standard error. In this specification, the coefficient of the
DEFEX variable is reduced to the level of 0.343, approximately its value
in the equations without the DUM8O+ variable.

Equations (2.7) through (2.11) include the annual growth of real GNP
(GNPGRO) as an additional explanatory variable. When the DUM8O+
variable is not present (equations 2.7 and 2.8), the GNPGRO variable
is only slightly greater than its standard error. The DEFEX coefficients
are raised by a small amount and the inflation variables are insignifi-
cant. When the DUM8O+ variable is present, the GNPGRO coefficients
are quite significant and the DEFEX coefficients are increased to more
than 0.5.

Finally, equation (2.2) adds the net international investment position
of the United States as a percent of GNP (NH!'.). Its coefficient is very
much less than its standard error and the remaining coefficients are very
similar to the coefficients of equation (1.8) (which has the same specifica-
tion except for the NHP variable). The statistical insignificance of this co-
efficient should not be overinterpreted. As I noted above, the net stock
of accumulated assets may not be truly exogenous since the decline in
NH!' in the 1980s has been the cumulative result of the high value of the
dollar and the resulting current account deficits.'3

Table 3 extends the analysis of tables 1 and 2 to include the German
deficit and monetary base variables. For reference, the basic specifica-
tion of equation (1.1) is repeated in equation (3.1). Adding the variable
that measures the ratio of expected German deficits to GNP (DEFEXG)
and the growth of the German monetary base (MBGROG) does not alter
the other coefficients subtantially but does cause the standard errors to
become quite large (equation (3.2)). The additional variables also leave
the corrected R2 unchanged.

The increased standard errors are perhaps not surprising since equa-
tion (3.2) has six coefficients and a constant term to estimate with only
twelve observations. Dropping the German monetary base variable

13. When equation (2.12) was estimated with the stock of foreign private assets in the
United States as a percentage of GNP instead of NIIP, its coefficient had the wrong sign
(positive) and was statistically significant. This again no doubt reflects the fact that for-
eign private investment in the United States grew in the 1980s because of the high
dollar.
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(equation (3.3)) leaves the coefficients of the four U.S. variables very.
similar to the basic specification of equation (3.1) but with very large
standard errors. The coefficient of the German deficit variable is small
and only about one-tenth of its standard error.

In an attempt to reduce the problem of the large standard errors, these
equations are repeated with the standard DEFEX variable replaced
by the alternative DEFALT variable in which the observations for 1977
through 1980 are modified to assume that the 1980 deficit-GNP ratio was
projected forward until after the 1980 election. Equation (1.2) indicated
that this substitution leaves the coefficient of the deficit and other vari-
ables essentially unchanged while reducing their standard errors. The
effect is similar in equation (3.4). The coefficient of DEFALT is 0.414 with
a standard error of 0.103. The coefficients of MPRIR and MBGRO are
very similar to their values in equation (3.1) but with smaller standard
errors. The coefficient of INFEX remains very much smaller than its stan-
dard error. The coefficients of the two German variables are again much
smaller than their standard errors.

Dropping the insignificant MBGROG and INFEX variables and the
MPRIR variable which has an inadmissible sign lead to equation (3.5) in
which the three remaining variables are statistically significant and have
the correct sign. In this equation, which is estimated after a second-order
autocorrelation transformation, the coefficient of DEFALT is 0.202 (with
a standard error of 0.058) and in which the coefficient of the German
deficit variable is —0.173 with a standard error of 0.087.

This coefficient structure is, however, quite fragile. Adding the INFEX
variable produces a coefficient of —0.016 with a standard error of 0.013
while the coefficient of the German deficit variable drops to —0.067 and
less than half of its standard error.

In short, it seems from table 3 that the German deficit variable does
not have a significant or stable relation to the dollar-DM ratio and that
the decision of whether or not to include it does not alter the point esti-
mate of the U.S. deficit variable. Future work will be needed to assess
whether some combination of German and other European deficits is
significant and whether its presence alters the coefficient of the U.S.
budget deficit variable.

It is, of course, unfortunate that the history of the floating rate period
gives us only twelve years of experience to analyze. Although more data
points could be created by using quarterly observations, I believe very
little (if any) additional information on DEFEX and MPRIR would actu-
ally result. Instead, there would be more measurement error in the
"expectations" variables (DEFEX, INFEX, MPRJR) relative to the actual
variation. Looking back before 1973 is inappropriate because the quasi-
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fixed rate system that existed then would imply very different exchange-
rate dynamics and might be expected to have very different monetary
policy responses as countries tried to maintain their currencies at the
fixed parities. Expectations would also be formed differently in a regime
in which governments were committed to maintaining fixed exchange
rates and in which the United States appeared willing to accumulate
overseas investments or run down its assets in order to maintain that
fixed rate system.

6. Effects of the Interest Differential
I have already commented (in section 2) on the difficulty of assessing the
structural relation between the exchange rate and the difference in ex-
pected real interest rates. The expected inflation rate, which is a very
critical component of the calculation, is difficult to measure and the real
interest rates themselves are endogenous variables.

Despite these difficulties, it is worth devoting some attention to the es-
timation of a structural equation linking the exchange rate to the real
interest differential because it is the operational link between budget
deficits and the exchange rate in several analytic models. The prob-
lems of measurement and of endogeneity can be mitigated by using an
instrumental variable procedure with the DEFEX, MBGRO, and INFEX
variables as the instruments. The results indicate that the use of an in-
strumental variable procedure is important and that, when it is used, the
evidence shows a substantial effect of the real interest differential on the
exchange rate.

Equation (4.1) of table 4 presents an ordinary-least-squares regression
of the exchange rate index on the difference between the real long-term
interest rate in the United States and a corresponding real long-term in-
terest rate for Germany. The nominal U.S. rate is the yield on Treasury
bonds with five years to maturity. The real rate is calculated by subtract-
ing the ARIMA projection (INFEX) from this nominal rate. The nominal
German rate is a rate on long-term German government bonds.'4 The real
rate is calculated by subtracting an ARIMA estimate of future German
inflation calculated by the same process used for the U.S. ARIMA fore-
cast of inflation. Annual values of these variables are shown in appendix
table A-2.

The coefficient of the real interest rate differential is 0.042 with a stan-
dard error of 0.025. The Durbin-Watson statistic is very low and the

14. The German interest rate was provided by Data Resources, Inc. and is identified by
Data Resources as RMGBL@GY.
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equation is reestimated with an autocorrelation transforma-
tion. A first-order transformation (equation (4.2)) is inadequate so the
final result (presented in equation (4.3)) has a second-order autocorrela-
tion correction. In this form, the coefficient of the interest differential is
0.034 with a standard error of 0.022.

When the equation is estimated by art instrumental variable procedure
(equation (4.4)), the coefficient of the interest rate differential becomes
much larger (0.082) and more than twice its standard error. The Durbin-
Watson statistic is, however, very small (0.56). When Fair's method is
used to obtain an instrumental variable estimate with a first-order auto-
correlation correction, the coefficient falls to 0.054 with a standard error
of 0.023. In short, the instrumental variable procedure results in a slightly
larger coefficient than the OLS procedure. It might also be noted that
these coefficient estimates are similar to the estimates of approximately
0.06 obtained by Sachs (1985) and Hooper (1985).

Before looking at any further equation estimates, it is helpful to con-
sider the implications of a coefficient of approximately 0.04 to 0.06 on the
interest rate differential. In 1978—79, the estimated real long-term U.S.
rate exceeded the corresponding German rate by 0.7 percent; by 1983 the
differential was 1.4 percent and by 1984 it was 2.8 percent. Even a coeffi-
cient of 0.06 implies a rise in the dollar-DM real exchange rate of 0.042
between 1980 and 1983 and of 0.126 between 1980 and 1984. Since the
actual exchange rate rose by 0.72 points over this period, the equation
can account for at most one-fifth of the actual rise.

The estimated coefficient is far less than theory suggests. An increase
of one percentage point in the difference between U.S. and German 10-
year real interest rates should increase the dollar-DM exchange rate by
about twelve percentage points, not the four to six percentage points es-
timated here and in previous studies. This implies that the coefficient
may be grossly underestimated because of the measurement and simul-
taneity problems referred to above.

When the interest differential is split into two separate interest rates
and the equation estimated by ordinary least squares, only the coeffi-
cient of the U.S. rate is statistically significant. This remains true when
the equation is reestimated with a second-order autocorrelation correc-
tion (equation (4.7)) and by an instrumental variable procedure (equa-
tion (4.8)).

However, the combination of instrumental variable estimation and a
first-order autocorrelation correction (Fair's method) does result (equa-
tion (4.9)) in coefficients for the U.S. and German interest variables that
are both absolutely about 0.04 but with the appropriate opposite signs.
More specifically, the coefficient of the real U.S. rate is 0.046 (with a stan-
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dard error of 0.024) while the coefficient of real German rate is —0.037
(with a standard error of 0.024).

As an alternative to the rolling ARIMA procedure, I have also used a
simpler method that may correspond more closely to the way that market
participants used past inflation experience to form judgments about the
future. In place of the ARIMA estimate of inflation, I use a weighted
average of inflation, giving a weight of 0.5 to the most recent year's infla-
tion, of 0.33 to the inflation of the previous year's inflation and of 0.17 to
the inflation of the year before that. On that basis, the expected inflation
came down gradually in Germany from 4.5 percent in 1980 to 4.3 percent
in 1981 and 1982, 3.8 percent in 1983, and 2.8 percent in 1984, and real
German long-term rates in the 1980—84 period stayed between 4.0 and
5.0 percent except for a 6.1 percent rate in 1981.

Table 5 presents the results based on this simpler specification of ex-
pected inflation. The OLS estimates (equations (5.1) and (5.2)) are simi-
lar to the estimates with the ARIMA inflation forecast: a coefficient of
0.055 with a standard error of 0.035. The instrumental variable estimates
(equations (5.3) and (5.4)) show a more substantial coefficient and a
smaller standard error of regression measures than the ARIMA forecast.
With the AR1 correction (i.e., using Fair's method), the coefficient of the
interest differential is 0.081 with a standard error of 0.031. This is ap-
proximately twice the typical estimate based on the ARIMA inflation
forecast. Dividing the interest differential into a real U.S. rate and a real
German rate (equation (5.5)) results in a coefficient of 0.072 (with a stan-
dard error of 0.025) for the U.S. real rate but a very small and statistically
insignificant coefficient of 0.003 (with a standard error of 0.032) for the
German real rate, possibly because there was very little variation in the
measured real rate for Germany.

In short, the different specifications of the real interest differentials
and the different estimation methods indicate that each percentage point
difference in real interest rates raises the real exchange rate by between
0.04 and 0.08 points, an impact that accounts for only a small part of the
rise in the exchange rate that actually occurred in the 1980s and also only
a small part of the rise in the exchange rate that is predicted by the
changes in the expected budget deficits and in monetary policy. It is
difficult to tell whether this is because the real interest differential is
measured very badly (causing a substantial underestimate of the true co-
efficient) or because the budget deficit and monetary policy have direct
effects on the exchange rate that are not channeled through the real in-
terest differential.
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7. Concluding Comments

The findings of the current research can be summarized briefly. The esti-
mated reduced-form equations for the dollar-DM real exchange rate
imply that the rise in the expected future deficits in the budget of the
U.S. government had a powerful effect on the exchange rate between the
dollar and the German mark. Each one percentage point increase in
the ratio of future budget deficits to GNP increases the exchange rate by
about thirty percentage points.

Changes in the growth of the monetary base also affect the exchange
rate, but the estimated effect of the deficit does not depend on whether
this is taken into account in the estimation procedure.

The analysis also indicates that the changes in tax rules and in the
inflation-tax interaction that altered the corporate demand for funds did
not have any discernible effect on the exchange rate. The presence or ab-
sence of alternative tax variables did not alter the estimated effect of the
budget deficit.

The estimated effect of the budget deficit is also relatively insensitive
to the other variables that were induded in the regression equation.

As I have emphasized elsewhere in a different context (Feldstein 1982),
all models are "false" in the sense that they involve substantial sim-
plifications that can lead to incorrect inferences. It is impossible to relax
all of the specification constraints or include all of the plausible variables
in any single model. We learn about reality only by examining a variety
of alternative false models to see which implications of these models are
robust. In the present study, I was eager to focus on the question of
whether changes in the expected budget deficit could account for shifts
in the real exchange rate and, if so, whether this was a spurious relation
that was really reflecting a more fundamental relationship between the
exchange rate and tax rules, monetary policy, inflation, German budget
deficits, or unobservable characteristics of the 1980s that strengthened
the dollar. Although any econometric study leaves room for doubt and
uncertainty, I believe that the current evidence shifts the burden of proof
to those who would claim that deficits do not matter or that tax, mone-
tary, or "confidence" variables were the real reasons for the dollar's
strength since 1980.

There are of course a number of things that have been omitted from
the analysis that deserve attention in future studies. It would be good to
model the changing behavior of expected European budget deficits or,
even more generally, the changing balance between the supply and de-
mand for funds in Europe. There are a number of difficulties in doing so,
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including the problem of establishing the "full employment" level at
which to estimate structural deficits in the face of Europe's rapidly rising
unemployment and the much larger and more ambiguous role of public
investment in Europe.

U.S. budget deficits have been defined without correction for the in-
flation erosion of the public debt on the implicit assumption that, at the
observed rates of inflation, individuals did not adjust their saving but
treated the inflation component of the interest on the public debt as
income.

Shifts in the price of oil were ignored in the present study although
they presumably affected the equilibrium exchange rate between the DM
and the dollar. It should be possible to extend the analysis to include the
price of oil and other raw materials.

Finally, in future work I plan to extend the analysis to include 1985 and
the decline of the dollar. The sharp rise in the dollar-DM ratio that cli-
maxed in the early spring of 1985 may have had some unsustainable
speculative element (as Krugrnan's 1985 analysis implies) but the decline
of more than 20 percent in the dollar-DM ratio between mid-1984 and the
present time is, I believe, quite in line with what would have been ex-
pected on the basis of the fall in expected future budget deficits.

As participants in financial markets studied the action of Congress in
the spring and early summer of 1985, there was growing confidence that
some significant action would be taken to reduce future budget deficits.
The Congressional Budget Office summarized this in August when it
contrasted the current services deficits of 5.1 percent of GM? each year
from 1986 to 1990 with the results of the Congressional Budget Resolu-
tion that brought the projected deficits onto a path that declined to 3.0
percent of GNP in 1988 and 2.1 percent in 1990. The Gramm-Rudman
amendment gave the markets even greater confidence that budget defi-
cits would continue to decline in the future.

The estimated ratio of the expected 5-year structural deficit to poten-
tial GM? has declined from 3.3 percent in 1984 (the last observation in
the sample) to about 2.6 percent in early 1986. An estimated coefficient
of 0.25 to 0.40 would imply a decline in the dollar from this source alone
of between 18 and 28 points. In fact, as of mid-February 1986, the dollar-
DM ratio was down 23 points in comparison to its 1984 average value and
32 points from its high in early 1985.

There is substantial room for additional research on the determinants
of the exchange rate. But the massive fiscal experiment of the past six
years should have convinced us that sustained shifts in the federal gov-
ernment's deficit have powerful effects on the value of the dollar.
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Table A-2 INTEREST AND INFLATION TIME SERIES OBSERVATIONS

Year
ILlS
(1)

JG
(2)

INFPUS
AR1MA

(3)

INFPG
ARIMA

(4)

INFPUS
PAST

(5)

1NFPG
PAST

(6)

1973 6.868 9.323 4.500 4.869 5.093 6.313
1974 7.802 10.383 7.500 5.494 7.037 6.555
1975 7.766 8.483 9.700 6.101 8.535 6.405
1976 7.179 7.800 5.800 6.125 7.173 4.982
1977 6.990 6.158 6.000 5.603 6.193 4.062
1978 8.318 5.733 6.400 5.284 6.500 3.990
1979 9.518 7.425 7.000 4.902 7.770 4.053
1980 11.478 8.500 7.600 4.812 8.725 4.462
1981 14.236 10.383 8.000 4.495 9.324 4.288
1982 13.006 8.950 7.000 4.050 7.751 4.320
1983 10.796 7.892 5.600 4.048 5.520 3.802
1984 12.241 7.775 5.500 3.874 4.159 2.771

IUS = yield on 5-year government bonds;
IG = yield on long-term German government bonds;
INFPUS (ARIMA) = U.S. inflation predicted by ARJMA method;
INFPG (ARIMA) = German inflation predicted by ARIMA method;
INFPUS (PAST) = U.S. inflation predicted by average of past values;
INFPG (PAST) = German inflation predicted by average of past values.

I am grateful to Andrew Berg for help with this work and to Rudiger Dornbusch, Jeff rey
Frankel, Paul Krugman and Jeffrey Sachs for discussions about this subject.
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Comment
RUDIGER DORNBUSCH
Massachusetts institute of Technology

In the area of international economics Feldstein never fails to be provoca-
tive. In his analysis of the integration of international capital markets
(Feldstein and Horioka (1980)) he posed a puzzle that stifi stands un-
answered. This article is in much the same tradition: it explores the Feld-
stein doctrine according to which budget deficits translate into currency
appreciation, the Mitterand experiment notwithstanding. Of course,
this time the shock is more on Washington rather than the professional
audience. The effect is familiar from the Mundell-Flemmirig model (Mun-
dell (1963)) which remains, with suitable extensions, the ruling paradigm
of textbook open-economy macroeconomics.

Feldstein's article takes the Mundell-Flemming paradigm and tries to
quantify it in the context of the dollar-DM exchange rate. What is the
impact on the level of the exchange rate of an extra dollar of prospec-
tive budget deficits? Are budget deficits, not safe haven and monetary
effects, the primary explanation for the strong dollar in 1981—85? This is
really an important issue, one that quantitative international economics
has simply failed to address. Almost all the work concentrates on inter-
est rates and money, and virtually no one has paid attention to the quan-
titative plausibility of the Mundell-Flemming result, even in those cases
where the policy mix is in fact the central focus of the analysis.

HYPOTHESES

Feldstein reviews four hypotheses for the strong dollar: safe haven argu-
ments, interest rate differentials, capital investment profitability effects
and the proper Feldstein doctrine. Safe Haven: Feldstein does not think
much of the safe haven hypothesis. The evidence is primarily anecdotal:
what changed between Carter's hostage crisis and the U.S. invasion of
Grenada? Is the perception that Carter was a loser and Reagan a winner
at all relevant to international portfolio choice? It seems to me that the
relevant question must be what, if any, the link between these political
perceptions and the dollar would be. Suppose that in fact the United
States was perceived as the place in the sun, does that necessarily mean a
stronger dollar must result? Is the implication of a politically stronger
United States that people will shift into nominal dollar assets at a re-
duced risk premium, or into U.S. stocks, or that they choose to locate
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their assets in the U.S. jurisdiction? And does a stronger United States
mean that the allies—Germany and the U.K., for example, are weaker?

The answers to these questions are not obvious. It certainly is not the
case that the risk premium on U.S. assets fell in this period. On the con-
trary, the relative rates of return in the United States increased. But Feld-
stein apparently does not see the one point where safe haven effects are
in fact appropriate. He argues that the absence of large shifts in direct
investment and the predominance of a reversal of banking flows argues
against the safe haven hypothesis. However, banking flows are the only
area where safe haven arguments really apply: LDC loans were becom-
ing politically risky when it beame conceivable that insolvent debtors
might elect to default.

Although I also do not have any evidence to support my belief I do
agree with Feldstein that interest rates and fundamentals remain the
chief magnet for capital flows, particularly for crazy money. There is
really no difference between the Argentine experience under Martinez
de Hoz and our own under Secretary Regan.

Real Interest Rates Feldstein makes much of the point that theory estab-
lishes a link between long-term real interest differentials and the exchange
rate, not short-term differentials. That point is, I think, exaggerated or
actually wrong, depending on the vigor with which it is advocated. If
capital mobility is taken to be perfect, portfolio holders will bring about
equalization of nominal rates adjusted for anticipated depreciation:

= i + e (1)

where i, i and e denote home and foreign nominal interest rates and the
anticipated rate of depreciation. Subtracting national inflation rates (ir,
ir) on both sides and using the definition of the rate of change of the real
exchange rate, q ë + rr — ir we have a relation between real inter-
est rates:

r= r+ q. (2)

We supplement this model with an adjustment equation for the actual
real exchange rate to the long-run equilibrium rate, q,

= — q). (3)
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Such an equation arises in models such as Dornbusch (1976) from the
gradual adjustment of prices. Combining equations (2) and (3) then
yields the link between the real exchange rate and real interest rates:

(4)

This model thus establishes a link between the movement of the equi-
librium real exchange rate and the real interest differential over time. The
more rapid the adjustment of the real exchange rate as measured by the
size of a the smaller the impact of short-term real interest rate distur-
bances on the equilibrium real exchange rate. Clearly the theory can be
stated in terms of short-term differentials.

But it is essential to recognize that the model developed here emerges
when we consider exclusively the path of real interest rates and real ex-
change rates in response to a permanent monetary disturbance. When
fiscal disturbances are considered, equation (4) no longer applies. This
point is easily sketched for the case of a transitory fiscal expansion in the
extended Mundell-Flemming model.1 Figure 1 shows the schedule E = 0

along which the price level is such that home real balances are at a level at
which the equilibrium interest rate is equal to that abroad. Along p = 0
the goods market clears with government spending at its long-run level.
An unanticipated, transitory increase in demand for dometsic goods due
to higher government spending leads to an immediate appreciation from
E to E'. Then, over time, as government spending falls off the real ex-
change rate depreciates until in long-run equffibrium it returns to its ini-
tial level.

Note that now there is no longer a simple link between interest differ-
entials and the level of the real exchange rate as in equation (4). The ini-
tial level and the pace of decline of the level of government spending will
appear as determinants of the real exchange rate. In fact, at point E'the
real interest rate at home has declined while the level of the real ex-
change rate has appreciated and is appreciating. The real exchange rate
in this extended model then becomes a function not only of monetary
variables but also of the prospective path of fiscal variables.

The problems encountered in identifying an interest differential—
exchange rate relation in empirical work presumably reflects the role
played by other variables, including fiscal shocks, in the exchange rate—
interest rate relation. This point is, of course, reinforced if imperfect sub-

2. The model explored here is Dornbusch (1976) with the addition of an equation for real
government spending on domestic goods. It is assumed that government spending fol-
lows the simple rule g = —p(g g) where g denotes long-run government spending.
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stitutability between assets is the rule, as Feldstein believes is the case.
In that event interest rate movements may simply represent risk pre-
miums rather than excess returns. They tell us little except that their de-
terniinants—relative asset supplies and the stochastic structure—are a
necessary part of the model.

Channels of Transmission Feldstein's article leaves no doubt that fiscal
deficits will lead to appreciation of the real exchange rate. But little effort
is made to identify the exact channels that bring about this result.

In the argument above, fiscal policy affects the real exchange rate exclu-
sively via its effect on demand. There is no room for the impact of debt
accumulation, debt service, crowding out, or all the other possible chan-

Figure 1 THE EFFECTS OF TRANSITORY GOVERNMENT SPENDING
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nels. In this very simplified model fiscal policy has entirely unambigu-
ous effects. But once we go to more complicated models that is no longer
the case.

Work by Dornbusch and Fischer (1980), Hooper and Morton (1982),
Sachs and Wyplosz (1984) and Frankel (1982) has focused on other chan-
nels. First, the accumulation of debt will bring about a future service
burden. While current resources are attracted from abroad to meet an
increase in demand, and thus lead to appreciation, in the future demand
will be reduced and accumulated debt will require servicing. Thus in the
future there will be real depreciation. This consideration brings up the
question of the persistence of the initial real appreciation.

In forward-looking asset markets more persistent deficits require ulti-
mately larger trade surpluses and thus, other things being equal, larger
real depreciation. But forward-looking asset holders also recognize that
more persistent deficits imply ultimately larger taxes and that might
dampen their current spending, reducing the need for crowding out via
the real exchange rate. On the other hand, if they are Blanchard-style
taxpayers they expect that more distant fiscal correction means that most
of the bill ultimately will be paid by someone else, thus reducing the off-
setting impact of prospective taxes on demand. Does the conjunction of
all these channels mean that the initial real appreciation will be smaller
the more persistent the fiscal expansion?

So far nothing has been said about the impact of debt accumulation
per se on interest rates. Feldstein makes much of this point, but it is not
obvious where it comes from. Is it that government deficit finance raises
the relative supply of domestic securities and hence the required risk
premium? Or is the increase in interest rates the result of increased de-
mand at full employment in a world of perfect asset substitution? The
answer is very important. It is quite possible that deficit finance may not
involve any appreciation if, in one case, the financing is done by issuing
foreign debt, and in the other, if the deficit involves increased demand
for foreign goods. If the deficits vary significantly in their makeup, fl-
nancing, and persistence it might be hopeless to get any significant relà-
tion between deficits and exchange rates.

The same considerations apply to Feldstein's argument that increased
profitability of investment should lead to appreciation. Does the in-
creased spending fall on domestic or foreign goods? What is the distri-
bution of adjustment between world interest rates and real exchange
rates? If the investment opportunities increase the future supply of U.S.
outpu.t beyond the increase in demand, they will bring about an ultimate
real depreciation. Why then should the adjustment be one of apprecia-
tion followed by depreciation rather than a sharp increase in world inter-
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est rates even combined with an initial real depreciation? Theoretically
there is absolutely no presumption unless one believes that current de-
mand effects dominate because goods are very imperfect substitutes and
demand in each country falls nearly exclusively on domestic goods so
that transfer problems predominate. But such a world where the future
matters very little is clearly not one that would be very congenial to Feld-
stein. All this is to say that while he has an unshakeable faith in the
budget-exchange rate link, theory is not so firmly on his side although
the facts may well be.

EMPIRICAL EVIDENCE

The central point of the article is the empirical evidence in support of the
Feldstein doctrine. Here it is shown that a five-year forward-looking
measure of U.S. budget deficits appears as a sturdily significant explana-
tory variable in a dollar-DM real exchange rate equation. Other explana-
tory variables such as the Reagan-Dummy, the net foreign investment
position, money growth and inflation forecasts round out the equation,
though with less striking significance. If the point of the article is to
demonstrate the central role of budget deficits in explaining the dollar
appreciation a full success might be claimed.

I will not dwell on the obvious problems: the U.S. foreign investment
position, counting direct investment at book value, makes little sense
and changes in it are hard to link to the exchange rate. Monetary growth
certainly is not exogeneous and certainly is not a good predictor of infla-
tion in periods of vast velocity shocks.

The chief problem of the empirical tests is the predominant use of U.S.
variables alone to explain the dollar-DM rate. European deficits too
should affect the exchange rate. Why then not introduce symmetry at
least? This point is obvious. No one would argue that the steep apprecia-
tion of the dollar in 1923 was due to the Mellon tax cuts rather than the
German hyperinflation. It might be argued in the present context that
concentration on the United States and omission of Europe (except for
Germany in Feldstein's table 3) is justified because one is studying the
real exchange rate and because disturbances are primarily those in the
United States. But of course that is completely wrong. Fiscal distur-
bances abroad were almost as large as in the United States,. but of op-
posite sign. Table 1 shows the changes in cyclically adjusted budget
deficits for Germany, the U.S. and Japan in the past five years.

The Feldstein doctrine is certainly reinforced if we look at our deficits
and those abroad. It would have been an embarrassment if table 1 had
showed that there were even larger shifts in structural deficits abroad in
the same direction as in the United States. Of course, data problems with
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past, current, and future structural deficits especially in Europe make it
difficult to test the hypothesis in a more symmetric fashion, but the
point cannot be neglected. This would be far more important at the
present time than the odd one- or two-percentage-point differential in
inflation or the prospective changes in the profitability of investment.

The fact that foreign deficits (not only German) matter just as much as
our own is brought out in the research by Hutchinson and Throop (1985)
which pursues exactly the same issue of a deficit-exchange rate link.
Table 2 shows their results for the multilateral U.S. real exchange rate
(REX), using the real interest differential, R — R, and U.S. as well as
foreign structural budget deficits, B and B respectively, as explanatory
variables.

The results in table 2 strongly support the Feldstein doctrine. A rise in
U.S. deficits leads to real appreciation of the multilateral real exchange
rate, a rise in foreign deficits to real depreciation of the dollar. The real
interest differential also appears as a significant determinant of the real
exchange rate. It is interesting to note from table 2 that the results do not
come exclusively from the post-1980 period of U.S. fiscal expansion. The
results are present also for the shorter sample period ending before the
Reagan deficits got under way. Moreover, the coefficients do not change
much between these periods.

Table 1 CUMULATIVE CHANGE IN ADJUSTED
BUDGET DEFICIT: 1980—85 (Percent of GNP)

Germany Japan United States

—4.2 —3.2 4.5

Source. OECD Economic Outlook, various issues.

Period a0 a1 a2 a3 R2 Rho

1974—81:4 4.59
(85.4)

3.4
(3.7)

—4.3
(—3.05)

2.96
(2.11)

0.88 0.59

1974—84:3 4.61
(191.4)

3.46
(4.49)

—4.48
(—7.6)

3.22
(3.12)

0.97 0.62

Table 2 THE HUTCHINSON-THROOP FINDINGS
(REX=a0+ a1(R*_R)+a2B+a3B*)

I-statistics in parentheses.
Source. Hutchinson and Throop (1985, p. 36)
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The reason for the good performance in the earlier period is in part the
behavior of the yen and Japanese deficits. In the period 1975—78 the yen
appreciated relative to the dollar in real terms by 40 percent as a result
(among other factors, perhaps) of a shift in the Japanese Structural bud-
get toward deficit in the cumulative amount of 5.7 percent. In the follow-
ing period, 1979—84, the Japanese structural budget improved by 3.5
percent accompanied by.a 33 percent appreciation.

The case of Japan, and no doubt others, raises interesting questions
about the multilateral effects of a country's fiscal policies: Does a Japa-
nese fiscal expansion lead to an across-the-board appreciation against all
currencies in roughly the same proportion or are there significant inter-
country differences? In the U.S. case that question is of interest because
in 1982—84 the yen remained relatively constant, our fiscal expansion
notwithstanding. This point is well worth exploring in an explicit multi-
country estimation where a number of countries' real exchange rate re-
sponses to fiscal shocks of other countries would be studied.

This then raises the research agenda of testing the multilateral fiscal
effects by looking at the real exchange rate equations of various coun-
tries, perhaps in a seemingly unrelated regression to see whether fiscal
policies have significant effects on the pattern of multilateral rates or
merely a uniform impact on the rate of the expanding or contracting
countries. To some extent such work is already implicit in the Federal
Reserve's multilateral exchange rate model and in other aggregative
models of the world economy.2

A second of great interest is to know why real exchange rate
movements are so closely associated with current shifts in fiscal policy.
Why did the dollar decline in 1985,. as Gramm-Rudman got under way,
and not in 1984 when the recognition of unsustainable deficits was
dawning? In the same way why did the yen appreciate right up to 1978,
until 'fiscal policy turned around, rather than stopping much earlier in
recognition that deficits will ultimately be trimmed? Does this suggest
that the current demand aspect is very important or does it tell us some-
thing of the way people form expectations about the prospective path of
deficits? This, of course, is an important issue and. one would have liked
some more exploration in Feldstein's empirical analysis. The five-year
rule that he has imposed on the deficit variable is short if reckoned by
one's expected lifetime as a taxpayer and long if judged by short-run
Keynesian considerations.

2. See Hooper (1985), Masson et al. (1985), Masson and Knight (1985) and van Wijnbergen
(1985).
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CONCLUDING REMARKS

Two issues, I believe, receive inadequate treatment. The first concerns
real interest rates. The high level of domestic long-run real interest rates
is attributed to fiscal expansion. The alternative hypothesis is that mone-
tary stabilization has frozen real balances at low levels. In the Voicker de-
flation monetary growth was not allowed to blip the real money stock
back to normal levels. Moreover such blips are not anticipated and hence
the entire time path of future real interest rates is affected by the recent
past of monetary policy. In this view fiscal policy is less important for
real interest rates and price stickiness assumes central importance for
real exchange rates and the current account.

The other point concerns Feldstein's research methodology—testing
"false" models. At one level this is inevitable. We will never be able to
test the complete, all-encompassing model. Hence any econometric
work in fact is testing false models. But there lower bounds on
such testing. Without such minimal standards we really have absolutely
no idea what the estimated coefficients might mean.

It is comforting to know that there is empirical support for the Feld-
stein doctrine. Mundell's research strategy was to judge the empirical
success of a theory by its theoretical plausibility. Feldstein comes from
the other side and has offered support for the openness of the U.S. econ-
omy. This opens up the task of identifying in much greater detail the par-
ticular channels of these fiscal effects.
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Comment
ALAN C. STOCKMAN
University of Rochester and NBER

The thesis of Martin Feldstein's article is that current and prospective
government budget deficits in the United States were the main cause of
the appreciation of the dollar on foreign exchange markets from 1980 to
1985. According to him, the high budget deficits were responsible for
high real interest rates in the United States, and a high real interest rate
differential between the United States and the rest of the world. The ap-
preciation of the dollar is supposed to have resulted from this interest
rate differential.

The main evidence presented in the article consists of regressions of
the real exchange rate (the exchange-rate-adjusted ratio of price levels,
measured by GNP deflators) between the United States and Germany on
a measure of the budget deficit in the United States and a set of other
variables. The estimated effect of the deficit on the real exchange rate is
strong and robust to inclusion or exclusion of other variables; the effects
of other variables on the real exchange rate are weaker. The picture of a
strong piece of evidence emerges. The major shortcoming of this evi-
dence (acknowledged by Feldstein) is that the regression covers only
twelve annual observations, from 1973 to 1984 (and only a single pair of
countries, the United States and Germany).

I will argue in these comments that (1) the evidence presented by Feld-
stein may be spurious and is in conflict with other evidence; (2) the evi-
dence regarding the effect of a budget deficit on the real exchange rate
combines two different effects, one from changes in government spend-
ing and the other from changes in tax revenue; and (3) the theoretical
argument outlined by Feldstein raises serious problems. Finally, one
could be more confident in the empirical results if they could be repli-
cated (a) over a longer period of time for the same country pair, (b) with
time-series data for other country pairs, and (c) if they were consistent
with cross-sectional evidence (i.e., if, at a given time, countries with
larger budget deficits tended to have currencies that are valued above
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estimates from purchasing power parity). One could have greater confi-
dence in the interpretation of the• results—as a response to the deficit
per se rather than to changes in government expenditure (regardless of
the method of finance) or changes in tax revenue (regardless of the use
of that revenue)—if the results were robust against separate inclusion of
government spending (or tax revenue). I will argue that, based on these
criteria, our confidence in the results and the interpretation must be low.
Indeed, some evidence indicates a contrary result.

Spurious results are easy to obtain in a time series of twelve annual
observations, particularly if—as in this case—the main variation in the
data consists of a single change from a relatively stable real exchange rate
between 1973 to 1980 and a fairly steady dollar appreciation beginning
in 1980.

Feldstein uses a 5-year forward moving.average of the (projected) bud-
get deficit in his equations, on the ground that the real exchange rate and
real interest differential are affected by long-run budget deficits and not
simply by temporary deficits. This general point (insofar as it concerns
the interest rate) comes from theoretical models such as Blanchard (1985).
That model would predict something other than a 5-year moving average
as the appropriate measure, but the difference is probably unimportant.
The deficit, howeyer, is highly correlated with changes in government
purchases over this period of time, particularly national defense outlays.
It is likely that defense outlays (or total government purchases) would
provide about an equally good statistical explanation of changes in the
value of the dollar over this period of time as does the deficit.

Government spending, or defense outlays, may not be merely a spu-
rious variable. There are good theoretical reasons to expect that changes
in government spending affect the real exchange rate. Moreover, some
statistical evidence indicates that the effect is empirically important, and
that it is changes in government spending rather than changes in the
deficit that affect the real exchange rate.

Changes in government spending (such as defense spending) can have
a direct effect on the real exchange rate by shifting demands from for-
eign to domestic goods (if that is what the government purchases) and
thereby altering equilibrium relative prices. Because of the durability of
many of the goods that the government purchases, an increase in antici-
pated future defense outlays will have an immediate impact on relative
prices. This suggests that a longer-term moving average of government
purchases (and not simply the level over a quarter or a year) would affect
the real exchange rate. Therefore, a moving average of current and pro-
spective future levels of defense spending, rather than the current an-
nual level, might be the appropriate concept for empirical purposes.
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Paul Evans (1986) has recently examined quarterly changes in the ex-
change rate between the United States and seven other OECD countries
over the same time period as Feldstein's study. When changes in real gov-
ernment spending and the deficit are simultaneously included in an
equation for the exchange rate, his estimates show a sizable and statis-
tically significant effect of higher government spending, leading to real
appreciation, and a coefficient on the budget deficit that is opposite in
sign from Feldstein's estimates and sometimes statistically significant.
Evans's results show a larger U.S. deficit, given real government spend-
ing, leading to a dollar depreciation. When Evans included foreign vari-
ables in his equations, he found that greater foreign government spending
leads to dollar depreciation and greater foreign deficits lead to dollar ap-
preciation, with the estimated effects of U.S. government spending and
deficits remaining essentially unchanged.

Neither Feldstein nor Evans uses samples recent enough to include
the 1985 depreciation of the dollar. One could argue that projections of
a long-term fall in the deficit that emerged early in 1985 caused the
depreciation. On the other hand, changes in prospective government
spending, or in defense outlays alone, would probably also do as well as
the deficit in explaining the depreciation of the dollar after February
1985. The fall in projected deficits, e.g., by the Congressional Budget
Office, is predominantly a consequence of a fall in projected national de-
fense outlays over the next five years.

Feldstein's equations, by including the budget deficit but not its sepa-
rate components, confound changes in government expenditure, its
composition, tax revenue, and the value of the existing stock of govern-
ment debt due to changes in inflation and interest rates. Each of these
components of changes in the deficit may have—in theory—different ef-
fects on the real exchange rate. As noted, there is some evidence that the
difference in the effects of spending and deficits is empirically important.

Feldstein criticizes Evans for using unexpected changes (measured as
residuals from a vector autoregression) in his analysis, and for consider-
ing only current budget deficits rather than prospective future deficits.
While Feldstein is correct that, in theory, prospective future deficits are
important, the high autocorrelation of structural budget deficits as a
fraction of trend or potential GNP (used by both Feldstein and Evans)
reduces the empirical importance of the point. Unexpected increases in
the current structural deficit probably make fair proxies for near-future
structural deficits as well.

Even if it were necessary to use a measure of the deficit that directly
incorporates prospective future deficits, it would be important to control
for the components of the deficit in order to estimate a coefficient that
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has any chance of remaining stable over time and being subject to an un-
ambiguous interpretation. A. second piece of evidence, though, casts
doubt on the importance of expected future deficits in an equation for
the exchange rate: Evans found no evidence that changes in expected fu-
ture deficits have an independent effect on the exchange rate.

The evidence for the period since 1973, therefore, does not necessarily
support Feldstein's hypothesis. Furthermore, there is little reason to re-
strict ourselves to the period of flexible exchange rates to examine these
issues. The effects of government budget deficits (or, more precisely, the
effects of changes in government spending, tax receipts, etc.) on the real
exchange rate can be examined using data over much longer periods of
time and over a much larger cross-section of countries. The theories gen-
erally postulated, and outlined in Feldstein's article, about the effect of
budget deficits on the real exchange rate, do not refer specifically to a
regime of flexible nominal exchange rates. In particular, the postulated
effect of U.S. government budget deficits on real interest rates in the
United States is independent of the exchange rate system. Greater gov-
ernment borrowing to finance the deficit adds to demand on credit
markets—and in the absence of Ricardian equivalence, raises the real in-
terest rate—irrespective of the exchange rate system. Empirically, the
existing evidence on Ricardian equivalence, i.e., the evidence regarding
the effects of changes in the timing of taxes (holding fixed the path of
spending) on interest rates, is mixed. The existing evidence regarding
the effects of the timing of taxes on international interest rate differ-
entials is even weaker.

In the theory outlined by Feldstein, high U.S. budget deficits raise real
interest rates on dollar-denominated securities. These are imperfect sub-
stitutes for securities denominated in foreign currencies. So the interest
rate differential between dollar-denominated' assets and other assets
rises with the relative stock of dollar-denominated assets. I have no quar-
rel with these arguments in the absence of Ricardian equivalence, though'
it should be noted that a temporary budget deficit has a permanent
effect on the relative asset supplies, so that a subsequent reduction in the
deficit need not reduce the yield differential. The assumption of imper-
fect substitutability between assets denominated in different currencies
is a reasonable one, because the'real rates of return on these assets are
affected by inflation rates in each currency. Imperfect correlation of infla-
tion across countries gives different risk properties to assets denomi-
nated in different currencies, so a change in the net supply of dollar-
denominated assets should (in the absence of Ricardian equivalence)
raise the yield differential.

But, the theory continues, the increase in the yield differential raises
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the value of the dollar. As Feldstein puts it, "the dollar must rise by
enough so that its expected future fall just offsets the nominal yield dif-
ferential between dollar securities and foreign assets." Now, empirically,
it is difficult to believe that markets expected a major fall in the value of
the dollar when the dollar appreciated in this period. No evidence for
expected depreciation shows up in futures markets or forward markets
for currencies. But there are also theoretical problems with the argu-
ment. The increase in the yield differential, in this theory, reflects a
change in the terms on which the new stocks of assets will be willingly
held. The yield differential, therefore, does not provide new opportuni-
ties for arbitrage between securities or new incentives for capital flows.
In that sense, the differential in this theory is an equilibrium phenome-
non. The same risk premium embodied in the yield differential shows
up in the forward premium. The dollar may appreciate if the yield differ-
ential were. to rise, for some reason, above its equilibrium value. But that
is not what is stated in the theory, nor is it very plausible that substantial
yield differentials could exist very long on well-integrated international
financial markets (particularly between countries like Germany and the
United States), unless they reflect differences in risk premia, taxes, or
transactions costs. So even if higher budget deficits in the United States
lead to higher interest rates and a larger international yield differential,
this does not imply that the dollar appreciates.

Nor does the theory suggest that economists should restrict them-
selves to periods of flexible exchange rates to examine these issues. Ad-
ditional evidence can be obtained by examining longer periods of time,
for many countries, with various exchange rate systems. Only if the ex-
change rate system itself plays some role in the argument would econo-
mists want to limit themselves to one system or the other. That would be
the case if price levels were sticky, so that the real exchange rate moves
sluggishly in response to a deficit under pegged exchange rates (when
the entire change in the real exchange rate must come from a change in
price levels), while the real exchange rate can respond more rapidly to
deficits under flexible exchange rates (because the nominal exchange rate
can adjust). But, as I have argued elsewhere, the near-random-walk be-
havior of real (and nominal) exchange rates is inconsistent with models
that postulate sticky prices or other slowly adjusting state variables. So it
seems reasonable to expect that any effects of deficits on real exchange
rates would show up in the data under various exchange rate systems;
empirical studies need not be limited to the small samples of flexible ex-
change rates.

Additional evidence on the type of theory outlined by Feldstein can
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also be obtained by examining its other implications. For example, if
high deficits in the United States lead to dollar appreciaton, that ap-
preciation should reduce the profitability of U.S. exporting firms and
import-competing firms, and raise the profitability of foreign firms ex-
porting to the United States or competing with U.S. exports in their
home market. These changes in profitability should be reflected in stock
market values for these firms. But the evidence indicates a zero correla-
tion, at all leads and lags, between (changes in) stOck prices or returns
and real exchange rates (see, for instance, Wasserfallen (1985). The evi-
dence from the stock market, therefore, does not support any theory
in which changes real exchange rates are systematically related to
changes in profitability of foreign or domestic firms. The absence of any
systematic relationship could be explained by a model in which changes
in the real exchange rate reflect changes in equilibrium relative prices,
and in which the underlying economic disturbances are mixtures of
shocks to supply and to demand. In that case, profitability and relative
price are not systematically related, because positive demand distur-
bances raise the relative price and raise profitability while negative sup-
ply disturbances raise the relative price but may lower profitabffity. The
stock market evidence, then, would suggest that changes in real ex-
change rates are not caused by deficits but by disturbances to demands
and supplies for various goods, some of which may be due to changes in
government expenditure.

Cross-sectionally, differences in real exchange rates are closely related
to differences in real incomes. Countries with higher real incomes have
higher prices than those predicted by purchasing power parity, while
those with lower real incomes have lower prices. The evidence on changes
in real exchange rates over time should be consistent with the cross-
sectional evidence. That evidence could be usefully exploited in future
research to supplement time-series studies over longer periods of time
and across more countries than the study by Feldstein.
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Discussion

Feldstein agreed with Stockman and Dornbusch on the importance of
looking at a broader group of countries. He stressed the significance of
long-term interest rate differentials for exchange rates. Certainly all rates
matter, but if interest rate differentials hold only at the short end, ex-
pected exchange rate changes will be very small. He would have pre-
ferred running nested hypothesis tests, but that was difficult with only
fourteen observations. In answer to Dornbusch, he commented that the
results on the effects of expected deficits are remarkably insensitive to
the choice of the horizon, whether three, five, or seven years.

Jacob Frenkel questioned the justification for constraining government
spending and taxes to enter only through the budget deficit. He pointed
out the importance of the timing of government spending. An increase
in current spending increases current demand and leads to a higher in-
terest rate, but an increase in future spending leads to a lower interest
rate now. He also expressed doubt that it was necessary to focus on the
interest rate differential as the mechanism through which government
spending and perhaps taxes affect the exchange rate.

Maurice Obstfeld commented that the interest rate differential and the
exchange rate are both endogenous; in response to different shocks they
may move to differing relative extents. He agreed with Feldstein that the
safe haven argument was inadequate, citing against it the strong correla-
tion of stock prices in the United States, Japan, and Germany. He also
argued that changes in government spending cause a transfer problem
that can move the exchange rate whether Ricardian equivalence holds or
not. Finally, he remarked that the recent fall in the dollar can be ex-
plained by changes in expectations of future budget deficits as well as in
monetary policy.

Robert Hall argued that the relation between the expected budget defi-
cit and the exchange rate should be a short-run one. In an extreme case,
over an infinite horizon the expected budget deficit has to be nearly
zero. He also suggested that the right version of "safe haven" is that the
United States became a safe haven for Latin-American investors.

The construction of the expected budget deficit vanbles was criticized
by Robert Barro. He recommended the use of Blanchard-like measures
that look over a longer horizon and include the variables that might
cause Ricardian equivalence to fail. He added that Ricardian equivalence
does not imply that the interest rate is not affected by a temporary
change in government spending, which is in practice correlated with the
budget deficit.



Discussion 409

Olivier Blanchard questioned the specification of the regressions with
the level of the exchange rate as the dependent variable. It is well known
that the exchange rate follows a random walk. The regressions should
therefore be run in first differences. He was puzzled, however, by the abil-
ity of the regressions to explain expected movements of the exchange rate.

Takatoshi Ito expressed doubt that the budget deficit affects the real
exchange rate. He had examined the behavior of the yen-dollar exchange
rate using four daily observations for 1500 days. He found that news
about the deficit had no effect on the exchange rate. Large changes in the
exchange rate are associated not with the deficit but with monetary
news. Ben Bemanke argued that an events study of the type done by Ito
might be a more promising direction of research than the type of regres-
sion in Feldstein's article, because the statistical expectations used by
Feldstein are inevitably poorer than those of the market.

Dornbusch found disturbing the insensitivity of Feldstein's results to
the length of horizon used to construct expected deficits. Surely the
turning points of expected deficits must differ depending on the hori-
zon; if those differences do not affect the empirical results, something
other than expected deficits may be producing the results.

Lawrence Summers said that the budget deficit story is oversold in this
article relative to alternative theories. In particular, the roles of tight
money and tax effects were not treated adequately. The monetary base
does not capture the tightness of monetary policy since it does not re-
flect velocity shocks. Tax incentives for investment affect the investment-
saving gap, hence the current account, and thus should affect the ex-
change rate. This effect may be smaller than that of the deficit, but must
be significant.

Martin Feldstein concluded the session by answering some of the
comments. He suggested that the small interest-rate effect on the ex-
change rate was probably due to downward bias due to simultaneity and
measurement error. In response to Robert Barro, he said that his results
are not sensitive to the method of construction of the budget deficit vari-
able. He did not want to work with first-differenced data since that was
likely to raise the noise/signal ratio. He agreed with Summers that the tax
effect should enter positively in a regression, but had found that the
effect is very small.
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