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A. W. Phillips is widely known for the Phillips curve, from an article in Economica fifty years ago. Less well

known is that he was an unusually talented electrical engineer who retrained as an economist and made

pioneering, if unconventional, contributions across a wide range of macroeconomics: physical modelling,

dynamic stabilization, continuous-time modelling and applied econometrics. In making these contribu-

tions, he was a child of his times. This paper focuses on the environment that helped make Phillips, what

motivated his questions, how he formed his ideas, how he solved problems, and what difference that has

made to the study of economics.

INTRODUCTION

A sophisticated hydraulic model, pioneering dynamic stabilization models, a famous
relationship between prices and activity, little known continuous-time modelling work,
unfinished work in Chinese development: Bill Phillips was an extraordinary person living
in an extraordinary time.

The life of Bill Phillips is well documented in Barr (1973), Bergstrom et al. (1978),
Blyth (1975) and Leeson (2000). This paper focuses on the environment that made Bill
Phillips: where he found his ideas, how he formed them and put them into practice, and
how he made a difference to economics.

I. UPBRINGING

Bill Phillips was born in 1914 into a pioneering, hard-working and unusually innovative
farming family in Te Rehunga in the Hawke’s Bay region of New Zealand. His father
had won a block of land in a ballot at the turn of the century, which by hard labour he
converted from rough bush to a productive dairy farm. The family members were
committed ‘rationalist’ Christians (the father had chosen Anglicanism only after studying
world religions and philosophy). They lived an ethos of self-help and community-help in
a small tight-knit community of farmers. Compared with the British culture of many of
their ancestors, this was a different place: its culture valued hard work, innovation and
equality.
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A. W. H. PHILLIPS 50th ANNIVERSARY SYMPOSIUM

In 1958, A. W. H. Phillips published in Economica what was to become one of the most
widely cited articles ever written in economics. To mark the 50th anniversary of the
paper, the New Zealand Association of Economists and the Econometric Society hosted
the conference ‘‘Markets and Models: Policy Frontiers in the A. W. H. Phillips
Tradition’’ in July 2008. The four articles that follow were originally presented at that
conference.
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Phillips’ father was particularly important to him. On the surface he was a pillar of
the community, a lay preacher and chairman of many committees. At the same time he
was an unusual inventor: he built the farmhouse and outbuildings himself. He followed
this with a water wheel which was used to generate electricity from a stream. The Phillips
farm was the first in the district to have mechanical milking machines. With electricity in
the house, the family could have light at night time, and they read widely as well as
playing a variety of instruments.

School was a long bike, train and walking trip away. Despite arriving home late each
day, the young Bill Phillips was expected to help with milking and other farm work. Bill
soon showed his own technical precocity: building a book rack onto his bike so he could
read while cycling, and later rebuilding a neighbour’s broken-down truck so that he
could (illegally) drive to school. Weekends meant more farm work, but Bill and his
brother also roved the farm, playing, fishing and in particular building things: among
these were a zoetrope, a mechanical shooting gallery, a magic lantern and a crystal radio.

In the 1920s, Phillips’ father took advantage of strong dairy prices to buy more land
and build up a dairy cow stud herd, using the modern principles of dairy breeding that
New Zealand was developing. But in 1929, world depression hit the remote hamlet of Te
Rehunga. Dairy prices fell by a third.

The young Bill was clearly very talented, but his parents reluctantly decided that they
could not afford to keep him at school, and any dreams of a university education were
abandoned. Aged 15, Bill signed up as an apprentice electrician with the government’s
Public Works Department, which at that time was building infrastructure around rural
New Zealand. He spent the next few years roughing it at working men’s camps in remote
rural sites, helping to build hydroelectric dams to generate electricity for the national
grid. Bill had played with photography and seen early movies, and he was fascinated by
the idea of ‘talkies’. He hired a hall in the Tuai camp and set up the first talkies cinema.
Recreation involved playing his violin, riding an acquired motorbike and reading his
treasured encyclopaedia of world religions.

But rural New Zealand was not enough. Phillips wanted to sample the world. In 1935,
still aged only 21, he packed his swag and his fiddle, and shipped to Australia. Here he
spent a couple of years travelling the outback, hitching rides on freight trains and working
in mining camps. Money came from a range of jobs: picking bananas, working on building
sites, mining gold, running a cinema, and even crocodile hunting. These were tough jobs in
a rough country, but at the same time Phillips had set his intellectual sights higher. He
enrolled in a correspondence course in electrical engineering and remembers learning his
first differential equations under a harsh Australian sun at an outback mining camp.

Phillips had a lifelong fascination with Eastern cultures. In 1937, despite the
worsening international situation, he boarded a Japanese ship to travel to Shanghai.
While he was at sea, the Japanese invaded Manchuria, and the ship was diverted to
Yokohama. Phillips took advantage of this by travelling around the newly militarized
Japan; at one point he was detained by the authorities, who suspected that he might be a
spy. Eventually he made his way out through Korea, Manchuria and Harbin, and
crossed Russia on the Trans-Siberian railway. With Antipodean optimism, he looked for
casual jobs across Soviet Russia, only to find them all taken by political prisoners. From
Stalin’s Moscow he travelled on through threatened Poland and Nazi Germany during
the fragile last years of peace. He settled in London, where he found work as an electrical
engineer. Having continued his correspondence course, Phillips now graduated from the
Institute of Electrical Engineers, gaining his first formal qualifications. He also took
classes in several languages.
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When war broke out, Phillips enlisted in the RAF. He was sent as a Flight Lieutenant
to Singapore, where his job was to maintain the RAF Brewster Buffalos stationed there.
These were old aeroplanes, but they were the only real Allied fighters in the East. Phillips
found a way to equip them with new American heavy machine guns that were
synchronized to fire through the propellers.

In 1942, the Japanese forces swept down the Malayan Peninsula and took Singapore.
Phillips was aboard the Empire Star, the last merchant ship to leave Singapore,
overcrowded with soldiers, women and children. Steaming out of Singapore, the ship
came under attack from Japanese fighters and bombers, and was severely damaged.
Phillips managed to improvise some heavy mountings on the boat deck, allowing troops
to operate machine guns for anti-aircraft fire. For this gallantry he was later awarded
the MBE.

The ship limped into Java, where Phillips and several comrades evaded the Japanese
and trekked to the south coast. Here they set up a hidden camp, acquired an old bus
body, and under Phillips’ inventive supervision started to rebuild it into a boat with the
intention of sailing to Australia. However, they were discovered and captured.

The next three years of Phillips’ life were spent as a Japanese prisoner of war at
Bandura in Java. Life was very harsh, discipline brutal, food and medicine completely
inadequate. Many men died in these terrible conditions. Despite the environment,
Phillips was never idle. He helped to organize language classes teaching Mandarin and
Russian. He secretly built electrical immersion heaters to help the troops make cups of
tea. He was involved in a dangerous mission to steal parts, and build several clandestine
radios, one set into the laundry floor, another contained in a homemade wooden clog. It
was Phillips’ radio that brought the eventful news of Hiroshima and eventual rescue.

Phillips was repatriated to his family in New Zealand in 1945 but, like many ex-
prisoners of war, he was in very poor shape. He had lost considerable weight, was
addicted to nicotine, and was deeply scarred by his experiences. He was given a New
Zealand ex-serviceman’s grant, and he chose to return to London and enrol at the
London School of Economics (LSE) where he decided to study sociology. We may
surmise that he was desperate to rationalize or comprehend the experiences of the war
years. However, he did not enjoy sociology, finding his lectures boring and describing the
discipline as ‘a combination of ethics, social statistics and pseudo-science’.

He was awarded a bare pass degree.

II. HYDRAULIC MODEL

It was only at this stage, in his thirties, that Phillips had his first experience of some basic
classes in economics. The LSE in this political period was a hotbed of competing classical
and Keynesian arguments. Phillips’ insight from limited macroeconomics teaching was
that he could demonstrate how a macroeconomy worked in a very visual and insightful
way, using a Keynesian/classical IS-LM model. He drew up plans for a hydraulic model
representing the UK economy, with a flow of liquid representing money.

The head of department, Sir Lionel Robbins, records how he was confronted by
Phillips in the lobby of the LSE. Barr (1973) tells the story of ‘a wild man from New
Zealand waving blue-prints in one hand and queer shaped pieces of perspex in the other’.
Robbins had sufficient insight not to squash this ‘madman’ completely, instead handing
him over to a junior colleague, James Meade, who also had a sympathetic, even eccentric,
interest in things mechanical. Phillips and Meade became lifelong friends and colleagues.
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With Meade’s help, Phillips secured a small grant from the LSE to build his prototype
model.

Economic modelling had grown significantly during the First World War. The Soviets
had developed cybernetics for central planning, the British had developed national quality
accounting techniques to monitor the war effort, and the US defence establishment was
using early operations research methods. Leontief’s input/output economic mapping had
provided a basis for allied bombing to identify the key sectors of an economy; Nicholas
Kaldor had been involved in appraising the effects of this strategic bombing.

Now the war was over, but the problems of allocating resources in a peacetime
economy designed for wartime conditions were very acute. Britain was enduring
particular problems: harsh rationing, even malnutrition, a historically bad winter in 1947,
continued sterling crises, the financial burden of repaying the harsh US lend-lease loans,
and a disruptive workforce led by militant unions flirting with communism, strikes and
riots. The newly elected Labour government had nationalized key sectors of the
economy, but was struggling with the principles of peacetime macro management.

After a tough year ‘living on air’, as he put it, Phillips, assisted by colleague Walter
Newlyn, built his prototype machine in a garage belonging to his landlord in Croydon. In
1949, he transported it to the LSE and demonstrated it in a seminar for a distinguished
audience that included Robbins, Kaldor and Meade, and also Hayek, Coase and Sen.
Some of the audience no doubt came to laugh, but by all accounts they were bowled over
by the cleverness of this hydraulic model.

Most unusually, the department agreed to grant Phillips d700 to build a full model of
the UK economy, and this he proceeded to do. What emerged was a wonderful machine
made largely of war surplus materials: it had transparent tubes and tanks made of
perspex from Lancaster Bomber windscreens, clockwork mechanisms, and floats and
pulleys connected by fishing line and linked to mechanical graphs driven by a motor from
an aeroplane windscreen wiper. Cochineal-dyed water was used to represent money,
pumped (by aeroplane landing gear pumps) around a system representing the identity
Y ¼ C þ Iþ G þ X�M. Propensities to consume, save, invest, etc. were cut as slits into
perspex sheets. Each variable was driven by a combination of water flows and indirect
signals from the interactions of other variables, all linked by an ingenious network of
floats and pulleys.

The whole represented a system of nine differential equations. Ordinarily, at the time,
such a system would be too complicated for anyone to solve. However, Phillips had
ingeniously found an analogue solution. Not only that, but he calibrated the model for
the UK economy, going as far as to estimate confidence intervals for the accuracy of
results (which were primarily driven by surface tension and engineering tolerances).
Though ‘hard-wired’ for 1949 conditions, the machine is extraordinarily adaptable for
Keynesian interpretations, allowing for either flexible or regulated capital and trade flows
with the world, and permitting variation in the behavioural parameters.

The machine was set up to allow experiments in fiscal policy through tax and
government spending, monetary policy and exchange rate adjustments. Remarkably, this
was all designed at a time when such policy was still immature. The machine could show
a transitional adjustment to a policy experiment, and eventually a new steady state, all
printed out automatically on one of the overhead graphs. Despite its calibration, Phillips
did not see the machine as a practical computer; rather, it was designed for its
expositional value, and it soon became popular for demonstrations.

The second machine that Phillips built was a mere mirror image of the first. This one
was calibrated to represent the economy of the rest of the world. It could be linked with
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the first machine so that capital and international trade could flow between them. James
Meade is remembered for lectures in the 1950s where he would use the two machines
linked together to demonstrate theories of trade and international finance. He would
designate students to control fiscal and monetary policy on each model, aiming to
optimize economic growth. A number of British and American policy-makers, including
Paul Volcker (later Chairman of the Federal Reserve) and Richard Cooper (Assistant
Secretary of the US Treasury), learned some practicalities of policy harmonization in
this way.

Over the next few years, Phillips received orders for a dozen such machines. He
engaged model-makers to produce them, and they sold for around d1500 each
(approximately d40,000 today) to universities, central banks and companies around
the world. Approximately half of them still exist in some form today.

American economist Abba Learner was a special enthusiast for the machine and
acted as Phillips’ US agent. He christened the machine the MONIAC (Monetary
National Income Automatic Computer), at the time of IBM’s ENIAC and Von
Neumann’s MANIAC. Engaging as they were, the MONIACs had significant
limitations: they were big, clumsy and damp. Phillips mentions being called on by
desperate LSE lecturers to help mop up after experiments went disastrously wrong.
Economic relationships were hard-wired. And the first real electronic calculators were
starting to emerge in the USA. For Phillips it was time to move on.

The LSE faced an anomalous situation: on their hands they had a unique economic
model maker, with the potential for greatness but only a bare pass in sociology. Proving
flexible, the school persuaded the New Zealand government to waive the bond on
Phillips’ scholarship, and then appointed him to a junior staff position. Phillips wrote an
article about his machine, as an economic model and as a mechanical device, which was
published in Economica in 1950, receiving intense interest. He was then encouraged to
commence work on his PhD, and was appointed Assistant Lecturer in 1951.

III. DYNAMIC MODELLING

The early 1950s were a turbulent time; the Cold War had begun in earnest with the H-
bomb stand-off between Russia and the USA, the Korean War and the McCarthy witch
hunts. British attention was focused on the decline of the prewar British Empire and the
growing independence movements.

At home, the British economy was still very fragile: wartime debt, the transition from
a command economy, price shocks and currency instability joined together to make for
economic instability. Presented with a destabilizing shock, the MONIAC economy soon
re-equilibrated, but this hardly seemed realistic. In his PhD work, Phillips turned his
mind to more complex questions about restabilizing an economy. He brought to this
problem his electrical engineering background, initially taking an optimal control theory
approach. His 1954 Economic Journal paper represents one of the first applications of
dynamic control theory to macroeconomics. In it he constructed a very simple
mathematical macro model and applied various shocks. He then constructed a simple
policy response and, using manual calculation, showed that in principle it was possible to
dampen the cycles. Economists since have carried out tens of thousands of such
experiments, but Phillips’ paper, with its elegant simplicity, was pioneering.

This confirmed for the LSE their conviction about Phillips’ talents, and he was
appointed Reader in Economics. His new position and salary gave Phillips some personal
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security for the first time in his life, and that year he decided to marry Valda, a New
Zealand woman living in London.

But if his personal life was now more stable, the international scene was not. In 1956,
France and Britain disastrously invaded Suez, sparking huge unrest in the region and
another sterling crisis at home. In the same year, the Soviets invaded Hungary. With
Hungarian economists Nicky Kaldor, Thomas Balogh and Peter Bauer all associated
with the LSE (and many others, such as John von Neumann who was influential in the
USA), the intellectual impact of this invasion should not be underestimated.

Against this background, Phillips continued his work on dynamic stabilization. He
keenly felt the need to design a more realistic model for policy simulation. His new model
involved lags, more realistic dynamics, variable prices and interest rates. But it was clear
that such a model would quickly become too complex for manual calculation.

Big economic model design had been led by the Cowles Commission in the USA
in the early 1950s. They estimated model parameters using groups of human
‘computers’, typically middle-aged women calculating parameters in the models using
electromechanical calculating machines and statistical shortcuts. The effort was
immense. Fresh from his hydraulic analogue machine experience, Phillips had been
speculating that an electronic analogue machine could rapidly approximate trials to test
the responses stimulated by various wattages, to be shown on an oscilloscope. That
was essentially the description of what electronic analogue computers might deliver in
the future.

In the USA, electronic computers were becoming available from two sources: US
defence work (especially the Manhattan Project) and civilian development of business
machines. In the UK, much of the clever wartime computing developments were now
locked up in British government security establishments. The most promising university
computing work was at Manchester, where the ACE machine was being developed in
the early to mid-1950s. A descendent of this machine, named the DEUCE, was housed in
the National Physical Laboratories (NPL) in London near the LSE. This was a massive
machine, consisting of stacks of boxes of valves, dials and switches connected by tangles
of wire. Phillips had a friend working at the NPL, Richard Tizard, a very clever physicist,
and together they discussed the problems of stabilizing models. One weekend, Tizard let
Phillips into the building and they proceeded to programme and successfully run Phillips’
new, more complex mathematical model on the DEUCE machine.

Once again, this was Phillips the pioneer at work. In the USA, economic models had
been run on large electrical mechanical computers before (Leontief’s input/output of the
US economy run on the Harvard Mark I computer is the best known example).
However, Phillips’ 1957 work arguably marked the first model-based computer policy
simulations of the type that are so common today. Such work was not generally known
or accepted at the time, as is shown in a later report by the Department of Scientific and
Industrial Research on the use of the DEUCE model: it speculated that it was still an
open question as to whether: ‘Phillips’ work on the analogue computer is useful or a
menace to society’.

The results of this work may be seen in the 1957 Economic Journal article. Using his
more realistic model, Phillips was able to shock the system and then examine various
policy responses. As a result, he was able to list what he saw as conditions for optimal
stabilization. He argued that design of policies could be extremely intricate, that it was
necessary to minimize response delays, that it could be necessary to adjust policy
continually and incrementally, and that attention needed to be paid to lags. Phillips
speculated that economic agents’ expectations could exacerbate anticipated responses to
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policyFa precursor to later work that pre-dated the Lucas critiqueFand that wrong
policy responses could materially worsen a disequilibrium.

Unburdened by any classical economics education, once again Phillips was well
ahead of his time. His experiments had involved fiscal policy, but he noted that, in
principle, monetary policy could be a preferable stabilizing instrument. He further noted
that he could obtain the best outcome with a combination of interventions based on
levels, momentum and accumulation rules. Today, monetary policy at many central
banks is informed by Taylor and momentum rules that use this approach.

IV. THE CURVE

The 1950s had unleashed some years of price and wage inflation. Phillips knew this was an
important element in economic stability, and knew also that his models had incorporated
prices changes in an unsatisfactory way. In 1958, Phelps-Brown, an LSE colleague, drew
Phillips’ attention to an interesting but little known historical dataset on UK wages and
inflation from 1861 to 1957. Phillips had not generally found his insights in such sources,
and he took the data home for what he described as ‘a wet weekend’s work’. He listed the
data on tabular paper and played around with it using slide-rule and basic statistics.

He found that by grouping the data into sub-periods he could detect an interesting,
apparently robust, nonlinear relationship between the rates of change of money, wages
and unemployment. He wrote a note on his results and some possible interpretations of
them. The paper was handed to a colleague, who passed it on to Basil Yamey, Acting
Editor of Economica. Within a day, Yamey had received positive comments from
colleagues and had accepted the paper for publication that year.

Phillips, in the meantime, set off on leave to the University of Melbourne. Cut off
from day-to-day communication with the LSE, he was very surprised to come back to
confront an outpouring of interest in his work. Academics were fascinated by the wider
implications of his results. They saw his paper as important because it pointed to an
apparently robust relationship between proxies for nominal and real economic variables,
in a way not previously articulated. More than this, acceptance or non-acceptance of the
relationship added arguments to the newly emerging Keynesian/monetarist debates.

The Phillips curve became the topic of an intense industry of economic work. Today,
there are over half a million Google hits on the subject. The story of its academic
development, from Lipsey’s further work confirming and extending the results to Friedman
and Phelps’ incorporation of expectations, is well known and discussed elsewhere (Leeson
2000). Some academic work was very loose in its interpretation of Phillips’ original results.
Phillips was often given the opportunity to comment on these interpretations, and generally
refused. One gets the impression that he knew that the relationship and its implications were
more complicated than his note suggested. Indeed, he concluded his article by saying: ‘there
is a need for much more detailed research into the relationship between unemployment,
wage rates, prices and productivity’. He was uncomfortable with the branding of the work
as ‘the Phillips curve’, and did not think that this was part of his more important work.

The article on the Phillips curve stimulated others besides academics. In Britain,
wartime planners were now being replaced by new breeds of policy economists and
macroeconomic forecasters, alert to using new economic tools to advise their political
masters. Some of them saw the Phillips curve as offering a menu of policy options. At its
most basic, this was interpreted as a choice between operating at the bottom of the Phillips
curveFa ‘preserve the pound’ strategy that looked attractive to ToriesFversus operating
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at the top of the Phillips curveFa ‘go for growth’ strategy more attractive to Labour.
Clearly, Phillips’ original work had never envisaged or suggested such interpretation. But
this did not hold back some officials who interpreted the curve as allowing fine-tuning of
the economy. In 1964, Ted Callahan, Chancellor of the Exchequer, mentioned the Phillips
curve in support of his expansionary budget of that year.

V. ECONOMETRIC TECHNIQUES

As was his way, Phillips was moving on again. The next period in his professional life was
spent teaching and researching increasingly technical areas of macroeconomic modelling
and econometrics. He was interested in the problems of dynamic disequilibria that
required tools and a modelling approach that was then unavailable. It was to this end
that he made his contributions to continuous-time modelling, to other econometric
problems and to the design and estimation of models (Phillips, P. C. B. 2000; Hendry and
Mizon 2000). Laidler (2001) notes:

The overarching scientific apparatus that he envisaged as the end product of his work would
have been an estimated model with control mechanisms fully integrated into its structure, which
would have been continuously re-estimated as new data accumulated. Such a model has proved
impossible to build, but more of the components that Phillips thought essential to its
construction have turned out to be extremely useful, not to say durable, in their own right.

Phillips himself appears to have viewed some of this work as more important than his
earlier more famous pieces, and many economists would agree. Interestingly, he
published less and less frequently in this period, his last major publication being the 1962
Economica article based on his inaugural professorial lecture of some years earlier. He
was accused of leaving papers on his desk rather than publishing them. He remained
active in his thinking, simulating debate among his colleagues. However, increasingly he
avoided the policy limelight and looked to a quieter academic life.

VI. CHINESE DEVELOPMENT

Phillips was also becoming increasingly unhappy with his personal life in London. How
much this was the farmer boy yearning for the open spaces, and how much it was the ex-
prisoner of war feeling vulnerable in a stressed world, is debatable. At any rate, the 1960s
did not bring the peace of mind that Phillips might have wished for. By 1967 he had
published nothing major for five years. That year, Britain was lurching into yet another
sterling crisis, and in the precursor to the famous 1968 year of student activism, there was
increasing unrest on the LSE campus. This culminated in a major student occupation of
the university, sparking eviction by the police, violence and protests.

Phillips reacted strongly to this unrest; he wanted none of it for himself or his family
(he now had two young daughters). He burned his papers and left the LSE, taking up a
professorship offered at the Australian National University, a high-quality establishment
but one outside the bustle of northern academia. A condition that he insisted on was that
he could spend half his time working on the Chinese economy.

This seemed an abrupt turnaround in his interests. Development economics in those
days was a quite different discipline, with undeveloped theories and little empirical work.
China was a mysterious, closed, controlled economy. It had just gone through the
(largely unsuccessful) ‘Great Leap Forward’, and was now entering a period of massive
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socioeconomic disruption known as the Cultural Revolution. Data were almost
unavailable. With very few exceptions, serious economists did not waste their time
there, leaving the field to activist historians.

Once again, Phillips was a pioneer. He spoke some Mandarin from his prisoner of
war days, and he had always had a fascination for Eastern cultures. Phillips never
completed his China work, and it is fascinating to speculate where it might have gone if
he had. We know from his surviving notes and from colleagues’ reminiscences only that
he spent considerable time (together with an old Russian colleague) translating into
English the few official reports on Chinese agriculture that he could access, and making
detailed notes on Chinese work teams, with occasional speculations about the potential
of this economy to one day grow, given the right conditions. He was almost alone in
working on this subject.

Phillips was small and lightly built, prematurely aged by his wartime experience and
his nicotine addiction. In 1969 he suffered the first of a series of strokes that affected him
badly. He returned to New Zealand a sick and fatigued man. Several years later, in 1975,
against medical advice he offered to teach a course on the Chinese economy at Auckland
University. After only a couple of weeks, he suffered another debilitating stroke and died
aged only 61.

Silverstone (2000) records Phillips’ natural quietness and modesty about his
achievements on the presentation of a festschrift volume commemorating his 60th
birthday: ‘He was moved greatly and expressed his heartfelt thanks with the comment
that he had not really done very much, just ‘‘put out a few hares for people to chase’’.’
Some hares! Some chase!
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The History of the Phillips Curve:
Consensus and Bifurcation

By ROBERT J. GORDON

Northwestern University, NBER and CEPR

Final version received 15 December 2008.

While the early history of the Phillips curve up to 1975 is well known, less well understood is the post-1975

fork in the road. The left fork developed a theory of policy responses to supply shocks in the context of

price stickiness in the non-shocked sector. Its econometric implementation interacts shocks with

backward-looking inertia. The right fork approach emphasizes forward-looking expectations that can

jump in response to anticipated policy changes. The left fork approach is better suited to explaining the

postwar US inflation process, while the right fork approach is essential for understanding behaviour in

economies with unstable macroeconomic environments.

INTRODUCTION

The history of the Phillips curve (PC) has evolved in two phases, before and after 1975,
with a widespread consensus about the pre-1975 evolution, which is well understood.
Bifurcation begins in 1975, when the PC literature split down two forks of the road, with
little communication or interaction between the two forks. The major contribution of this
paper, and hence the source of ‘bifurcation’ in its subtitle, is to examine, contrast and test
the contributions of the two post-1975 forks.

The pre-1975 history is straightforward and is covered in Section I. The initial
discovery of the negative inflation–unemployment relation by Phillips, popularized by
Samuelson and Solow, was followed by a brief period in which policy-makers assumed that
they could exploit the trade-off to reduce unemployment at a small cost of additional
inflation. Then the natural rate revolution of Friedman, Phelps and Lucas overturned the
policy-exploitable trade-off in favour of long-run monetary neutrality. Those who had
implemented the econometric version of the trade-off PC in the 1960s reeled in disbelief
when Sargent demonstrated the logical failure of their test of neutrality, and finally were
condemned to the ‘wreckage’ of Keynesian economics by Lucas and Sargent following the
twist of the inflation–unemployment correlation from negative in the 1960s to positive in
the 1970s. The architects of neutrality and the opponents of the Keynesian trade-off
emerged triumphant, with two major caveats that their own models based on information
barriers were unconvincing, and that their core result, that business cycles were driven by
monetary or price surprises, floundered without supporting evidence.

After 1975 the evolution of the PC literature split in two directions, each of which has
largely failed to recognize the other’s contributions. Section II reviews the ‘left fork of the
road’, the revival of the PC trade-off in a coherent and integrated dynamic aggregate
supply and demand framework that emerged in the late 1970s in econometric tests, in
theoretical contributions, and in intermediate macro textbooks. This approach, which I
have called ‘mainstream’, is resolutely Keynesian, because the inflation rate is dominated
by persistence and inertia in the form of long lags on past inflation. An important
difference between the mainstream approach and other post-1975 developments is that
the role of past inflation is not limited to the formation of expectations, but also includes
a pure persistence effect due to fixed-duration wage and price contracts, and lags between
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changes in crude materials and final product prices. Inflation is dislodged from its past
inertial values by demand and supply shocks.

The econometric implementation of this approach is sometimes called the ‘triangle’
model, reflecting its three-cornered dependence on demand, supply and inertia. Demand
is proxied by the unemployment or output gap, and explicit supply shock variables
include changes in the relative prices of food, energy and imports, changes in the trend
growth of productivity, and the effect of Nixon-era price controls. The triangle approach
explains the twin peaks of inflation and unemployment in the 1970s and early 1980s as
the result of supply shocks, and provides a symmetric analysis of the ‘valley’ of low
inflation and unemployment in the late 1990s. It emphasizes that inflation and
unemployment can be either positively or negatively correlated, depending on the source
of the shocks, the policy response and the length of lagged responses.

The right fork in the road is represented by models in which expectations are not
anchored in backward-looking behaviour but can jump in response to current and
anticipated changes in policy. Reviewed in Section III, important elements in this second
literature include policy credibility, models of the game played by policy-makers and
private agents forming expectations, and the new Keynesian Phillips curve (NKPC),
which derives a forward-looking PC from alternative theories of price stickiness. The
common feature of these theories is the absence of inertia, the exclusion of any explicit
treatment of supply shock variables, the ability of expected inflation to jump in response
to new information, and alternative barriers to accurate expectation formation due to
such frictions as ‘rational inattention’.

Which post-1975 approach is right? Models in which expectations can jump in response
to policy are essential to understanding Sargent’s (1982) ends of four big inflations and
other relatively rapid inflations in nations with a history of monetary instability, e.g.
Argentina. But the mainstream/triangle approach is unambiguously the right econometric
framework in which to understand the evolution of postwar US inflation, and the NKPC
alternative has been an empirical failure as it has been applied to US data.

Section IV develops and tests the triangle econometric specification alongside one
recently published version of the NKPC approach. The latter can be shown to be nested
in the former model and to differ by excluding particular variables and lags, and these
differences are all rejected by tests of exclusion restrictions. The triangle model
outperforms the NKPC variant by orders of magnitude, not only in standard goodness-
of-fit statistics, but also in post-sample dynamic simulations.

The scope of this paper is limited to the American theoretical and empirical literature,
with the exception of Phillips’ (1958) article itself. There are three main interrelated
themes in this paper that have not previously received enough attention. First, two quite
legitimate responses occurred after 1975 to the chaotic state of the PC. Second, each
response is important and helps us to understand how inflation behaves, albeit in
different environments. Third, the two approaches need to pay more attention to each
other, and this paper represents a start toward that reconciliation.

I. CHANGING INTERPRETATIONS OF THE PHILLIPS CURVE, 1958–75

We begin by reviewing the evolution of the PC from Phillips’ 1958 article through the
development of the Friedman and Phelps natural rate hypothesis and Lucas’
introduction of rational expectations. Beyond the scope of this paper are developments
before 1958, in particular the many references ably surveyed by Humphrey (1991) dating
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back to Hume in the mid-eighteenth century regarding the long-run neutrality and short-
run non-neutrality of money. The only exception to the 1958 starting cut-off in this paper
is Fisher’s 1926 article, which anticipates Phillips’ relation, albeit interpreting it with the
reverse direction of causation.

The Phillips curve is born: Phillips and Samuelson–Solow

The acceptance of new ideas and doctrines is often facilitated if they help to elucidate an
outstanding empirical puzzle. Thus the acceptance in the late 1960s of Friedman’s natural
rate hypothesis occurred rapidly, because it helped to explain the ongoing acceleration of
the US inflation rate far beyond the rate forecast by previous research. Likewise, the
acceptance of the negative PC a decade earlier was almost immediate, since the PC appeared
to resolve an ongoing puzzle about the interpretation of American inflation in the 1950s.

Implicit in pre-Phillips views of US inflation was a ‘reverse L’ aggregate supply curve,
with the joint of the reverse ‘L’ at a level of economic activity often called ‘full
employment’. Sustained increases of ‘demand-pull’ inflation would occur when the
economy was operating at a higher level of activity than full employment. But below full
employment the inflation rate would be near zero or, at very low levels of activity, even
negative as occurred between 1929 and 1933. The early history of the postwar era was
reassuring, in that during the recession of 1949 the inflation rate was negative (� 2.0% at
an annual rate for the GDP deflator between 1948(IV) and 1950(I)). Then inflation
returned during the low-unemployment Korean War years 1950–53 to an extent that had
to be suppressed by price controls.

Doubts emerged beginning with the failure of the inflation rate to decline for a single
quarter during the 1953–54 recession, followed by its inexorable rise during 1955–57,
‘despite growing overcapacity, slack labor markets, slow real growth, and no apparent
great buoyancy in over-all demand’ (Samuelson and Solow 1960, p. 177). No consensus
emerged on the right combination of demand-pull with alternative supply-driven
explanations, variously named ‘cost-push’, ‘wage-push’ and ‘demand-shift’. Into this
fractured intellectual atmosphere, the remarkable Phillips (1958) article replaced
discontinuous and qualitative descriptions by a quantitative hypothesis based on an
unusually long history of evidence. Since 1861 there had been a regular negative
relationship in Britain between the unemployment rate and the growth rate of the
nominal wage rate. By implication, since the inflation rate would be expected to equal the
growth rate of wages minus the long-term growth rate of productivity, there was a
regular negative relationship between the unemployment rate and the inflation rate.

Before examining the data, Phillips makes two important theoretical observations.
First, the negative relationship between the unemployment rate and the rate of nominal
wage change should be ‘highly non-linear’ due to downward wage rigidity that reflects in
turn the reluctance of workers ‘to offer their services at less than the prevailing rates
when the demand for labor is low and unemployment is high’ (1958, p. 283). Second, the
rate of change of wages may depend not just on the level of unemployment but also on its
rate of change, and subsequently we will discuss the role of this ‘rate of change’ effect in
the context of US postwar models and of the interpretation of the Great Depression.

However, Phillips surprisingly debunks a third possible correlation, that between the
rate of change of wages and the retail inflation rate (‘working through cost of living
adjustments’). He was thinking of a world in which wage rates represented four-fifths of
factor costs and import prices the other one-fifth, and normally wage rates and import
prices would rise at the same rate. Only when import prices rise five times as fast as
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productivity growth would retail prices influence wage rates. An interesting note is that
Phillips was already thinking of a world in which demand shocks (the level and change of
unemployment) and supply shocks (the rate of change of import prices relative to final
goods prices) both mattered in determining wage and price changes. However, the role of
supply shocks was not fully integrated into PC analysis until the late 1970s.

Most of Phillips’ article consists of a set of 11 graphs displaying the rate of change of
the nominal wage on the vertical axis and the unemployment rate on the horizontal axis.
Graphs are shown for the major sub-periods (1861–1913, 1913–48 and 1948–57) and for
each business cycle within the first sub-period. The accompanying text provides an
explanation for each point that lies off the fitted regression line, which for 1861–1913 is

ð1Þ wt ¼ �0:90þ 9:64U�1:39t ;

where, as in the rest of this paper, upper-case letters are levels, lower-case letters are rates
of change, wt is the rate of change of the nominal wage rate, and Ut is the unemployment
rate. Points above the line are identified as years of declining unemployment or rapidly
rising import prices, and vice versa. Note the nonlinear formulation and the fact that
neither the rate of change effect nor the import price effect is explicitly incorporated into
the equation. An econometric representation that included both the level and rate of
change effect was soon provided by Lipsey (1960).

Recall that equation (1) is estimated for data only from 1861–1913, and the remaining
post-1913 data are plotted against this curve in order to locate episodes when the actual
data lie away from the curve. The change in wage rates is remarkably close to the prediction
of the 1861–1913 curve except for the two years 1951–52, which were influenced by rapid
increases in import prices in 1950–51 resulting from the 1949 devaluation of sterling.

Phillips concludes by translating the fitted curve for wage change into an
unemployment–inflation relationship by subtracting long-term productivity growth; it
appears that stable prices require an unemployment rate of roughly 2.5%. Notably,
Phillips does not conjecture about circumstances in which the apparently stable 1861–
1913 curve might shift up or down in the long run. Also, Phillips does not mention policy
implications at all, and this provides the setting in which Samuelson and Solow (1960)
christen the relationship as the ‘Phillips’ curve and explore its policy implications.

So widely read and discussed was the Samuelson–Solow article that the term ‘PC’
entered the language of macroeconomics almost immediately and soon became a
lynchpin of the large-scale macroeconometric models which were the focus of research
activity in the 1960s. Much of the Samuelson–Solow article provides a critique of the pre-
Phillips hypotheses and the difficulty of identifying them.

Then, turning to the Phillips evidence, Samuelson and Solow lament the absence of a
similar study for the USA and extract some observations from a scatter plot of US data.
First, the US relationship does not work for the 1930s and the two world wars. Second,
the implied zero-inflation rate of unemployment is about 3% for the remaining prewar
years, similar to Phillips’ estimate of 2.5%. Third, there is a clear upward shift in the
relationship from the prewar years to the 1950s, and the zero-inflation unemployment
rate for the 1950s had risen from 3% to ‘5 to 6 percent’.

They struggle to explain the postwar upward shift by invoking powerful trade unions
that are less ‘responsible’ than their UK counterparts, and/or the expectation of
permanent full employment in the USA. Another conjecture is that the compact size of
the UK compared to the USA makes labour markets in the former more flexible. One
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policy conclusion is that anything that makes US labour markets more flexible will help
to shift the PC downwards.

Samuelson and Solow have rightly been criticized for posing a long-run inflation–
unemployment trade-off available for exploitation by policy-makers. As the authors
conclude: ‘We rather expect that the tug of war of politics will end us up in the next few
years somewhere in between their selected points. We shall probably have some price rise
and some excess unemployment’ (Samuelson and Solow 1960, p. 193).

While Samuelson and Solow conclude by warning that the PC relationship could
shift over the longer run, their example involves a ‘low-pressure’ (i.e. high-unemploy-
ment) economy in which expectations of low inflation could shift the PC down or could
aggravate structural unemployment, thus shifting the PC up. They regard either outcome
as possible and notably fail to reason through the long-run implications of a high-
pressure economy with its implications of a steady increase in inflation expectations and
an associated steady upward shift in the PC. That inference had to wait another eight
years for the contributions of Friedman and Phelps.

An interesting side issue is the antecedent of Phillips’ article published by Irving Fisher
in an obscure journal in 1926, reprinted and brought to a wider audience in 1973.1 Recall
that Samuelson and Solow lament the availability of a detailed statistical study of the USA
analogous to Phillips’ UK research, yet Fisher had already provided such research more
than 30 years earlier.2 A notable difference with Phillips is that Fisher reverses the direction
of causation, so that changes in the rate of inflation cause changes in the level of the
unemployment rate. Fisher explains the mechanism in modern textbook termsFbecause
costs of production (including interest, rent, salaries and wages) are fixed in the short run
‘by contract or by custom’, a faster rate of inflation raises business profits and provides an
incentive to raise output. ‘Employment is then stimulatedFfor a time at least’ (1973
version, p. 498). Because of the lag of costs behind prices, Fisher emphasizes that the
relationship is between unemployment and the inflation rate, not the price level, and that
the price level has ‘nothing to do with employment’. He uses the analogy of driving, in
which it takes more fuel per mile to climb a hill than descend it, but exactly the same
amount to navigate a ‘high plateau as on the lowlands’.

Fisher’s statistical study is limited to monthly data for the years 1915–25. When the
influence of inflation is represented by a short distributed lag over five months, the
correlation coefficient is 90% between the unemployment rate and the short distributed
lag of inflation. An important weakness of the Fisher study is evident in his Chart II but
is not discussed by the author. The 90% correlation applies to 1915–25 but his chart
extends back to 1903. During the period 1903–15, unemployment is almost as volatile as
during 1915–25 but the variance of inflation is much lower, implying that the relationship
is not stable and that Fisher’s main result may be picking up the special features of the
First World War and its aftermath (just as Phillips’ UK correlation is strong during the
First World War).

Aspects of Phillips curve economics in the 1960s

During the early to mid-1960s, at least three aspects of the PC emerged that would have
subsequent consequences. First, the PC trade-off appeared to provide policy-makers with
a menu of options. The policy advisors of the Kennedy and Johnson administrations, led
by Walter Heller with support roles by Robert Solow and James Tobin, argued that the
previous Republican administration had chosen a point too far south-east along the PC
trade-off, and that it was time to ‘get the country moving again’ by moving to the north-
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west. Heller’s group convinced President Kennedy to recommend major cuts in Federal
income taxes, and these were implemented after his death by the Johnson administration
in two phases during 1964 and 1965. However, in late 1963 the economy was already
operating at an unemployment rate of 5.5% that Samuelson and Solow had calculated
was consistent with zero inflation, and so the expansionary Kennedy–Johnson fiscal
policy would have implied an acceleration of inflation even without the further loosening
of the fiscal floodgates due to the Vietnam War.

Figure 1 plots the US inflation and unemployment rates in quarterly data since 1960,
and we shall refer to it here to examine the period 1960–71 and then return to the same
graph below to link the evolution of PC debates to the post-1971 behaviour of inflation
and unemployment.3 The unemployment rate fell below 5.5% in 1964 and remained
below 4% between 1966 and 1970. The sharp acceleration of inflation from less than 2%
in 1963 to 5.5% in 1970 is consistent with current econometric estimates of the 1963
natural rate of unemployment (the rate that is consistent with steady inflation rather than
zero inflation) in the range of 5.5% to 6.0% (see Figure 5 below).

A second aspect of this period was the development of mainframe electronic computers
that made it practical for the first time to specify and estimate large-scale econometric
models (a book-length policy analysis using the Brookings model is contained in Fromm
and Taubman 1968). The specification of the inflation process in these models always
consisted of at least two equations. The PC was embodied in an equation for the rate of
change of the nominal wage in which the main explanatory variables were the
unemployment rate, sometimes its rate of change, some measure of expected inflation
based on a backward-looking set of lags, and perhaps various tax rates.

Then the estimated change in wages was typically translated into the inflation rate in
an equation that related the price level to the wage level adjusted for the level of trend
productivity, the so-called ‘trend unit labour cost’. The price–labour cost ratio or ‘mark-
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FIGURE 1. The unemployment and inflation rates, quarterly data, 1960–2007. (Source: US Bureau of Labor
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up’ was allowed to respond to a measure of demand, usually not the unemployment rate
but rather a measure more directly related to the product market, such as the ratio of
unfilled orders to shipments. The reduced form of this approach implied that the inflation
rate depended on the level and rate of change of unemployment, perhaps other measures
of demand, and lagged inflation. We return below to the problems encountered by these
models in confronting the data of the late 1960s and in dealing with the challenge of the
Friedman–Phelps natural rate hypothesis.

A third, albeit peripheral, feature of this era was the rivalry between the economics
departments at the University of Chicago and MIT in general, and between Milton
Friedman and Franco Modigliani in particular. In 1965 more than 100 pages in the
American Economic Review were devoted to a debate between them and their co-authors
over the issue of whether ‘only monetary policy mattered’ or ‘only fiscal policy mattered’,
a debate that seemed bizarre when the consensus view based on the IS-LM model showed
that both monetary and fiscal policy mattered except in certain extreme cases.4

The natural rate revolution

Prior to the publication of the Friedman and Phelps articles, theoretical questions had
been raised about the PC framework. Why did the nominal wage adjust slowly,
particularly in a downward direction, and what determined the speed with which it
responded to inadequate demand? Why did the PC lie so far to the right, that is, why did
nominal wages rise so fast at a low unemployment rate, and why was such a high
unemployment rate required to maintain zero inflation? Perhaps most relevant in
anticipation of Friedman and Phelps, how could the PC be so stable over history when
there were so many episodes of hyperinflations fuelled by permissive monetary and fiscal
policy? I have always thought that the development of the natural rate hypothesis at
Chicago, rather than at Harvard or MIT, reflected the deep involvement of several
Chicago economists as advisers to several countries in Latin America, where the lack of
correlation between inflation and unemployment was obvious.

Friedman’s (1968) Presidential Address contained two sections that each had a main
point, closely interrelated. First, the central bank could not control the nominal interest
rate if that implied faster inflation, because the implied reduction in the real interest rate
would add fuel to the inflationary fire. The second section was most important for the PC
debate, his then-startling conclusion that policy-makers had no ability to choose any
unemployment rate in the long run other than the natural rate of unemployment, the rate
that would be ‘ground out’ by the microeconomic structure of labour and product
markets. A more practical interpretation of the natural rate was the unemployment rate
consistent with accurate inflation expectations, which implied a steady rate of inflation.

Conventional analysis based on a policy trade-off ignored the adjustment of
expectations. Consider an economy operating at the natural rate of unemployment and
with an initial inflation rate of 1% that was accurately anticipated. Any policy-maker
attempting to reduce the actual unemployment rate below the natural rate would move
the economy north-west along the short-run PC, pushing the unemployment rate lower
but the actual inflation rate higher. Once agents notice that the actual inflation rate is
higher than the initially anticipated rate of 1%, expectations will adjust upward and shift
the entire short-run PC higher. This process will continue until the unemployment rate
rises back to the natural rate of unemployment.

The timing of Friedman’s address was impeccable and even uncanny. The Kennedy–
Johnson fiscal expansion, including both the tax cuts and Vietnam War spending,
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accompanied by monetary accommodation, had pushed the unemployment rate down
from 5.5% to 3.5%, and each year between 1963 and 1969 the inflation rate accelerated,
just as Friedman’s verbal model would have predicted. The acceleration of inflation
bewildered the large-scale econometricians, who had previously estimated a ‘full
employment’ unemployment rate of 4% and whose forecasts of inflation had been
exceeded by the actual outcome year after year.

Well aware of their own failure to forecast the late 1960s acceleration of US inflation,
Friedman’s detractors attacked the verbal model that Friedman used to motivate the
natural rate hypothesis. In what later became known as the ‘fooling’ model, Friedman
postulates employers with expectations of the price level that are always accurate, but
workers with an expected price level that does not respond until after a substantial lag to a
higher actual price level. In a business expansion, firms raise the wage but raise the price
level by more, thus reducing the real wage as needed to provide the incentive to hire
additional workers. But workers see the higher nominal wage and interpret it as a higher
actual real wage, because they fail to adjust their expectation of the price level. Friedman’s
model was attacked as grossly implausible, because workers have access to monthly
announcements of the Consumer Price Index (CPI) and indeed observe actual prices as they
shop almost every day. In Friedman’s world, there could be no business cycle.

Phelps (1967, 1968) is credited with co-discovering the natural rate hypothesis. In
contrast to Friedman’s distinction between smart firms and dumb workers, in Phelps’s
world everyone is dumb, i.e. equally fooled. Both firms and workers see the price rise in
their industry and produce more, not realizing that the general price level has risen in the
rest of the economy. Phelps developed one model in which workers are isolated from
information about the rest of the economy. Normally there is frictional unemployment,
as workers regularly quit one firm to go look for more highly paid work at other firms.
But in a situation in which their own firm raises the wage, they stay with that firm instead
of quitting. Thus the unemployment rate decreases even though, without their
knowledge, all other firms in the economy have raised the wage by the same amount
at the same time. The workers are fooled into a reduction in frictional unemployment,
and the macroeconomic data register a decline in the unemployment rate. Hence there is
a short-term correlation between the rate of wage change and the unemployment rate,
but this lasts only as long as expectations are incorrect.

Whether firms or workers or both are fooled, the criticisms directed against the
Friedman fooling model apply to Phelps as well. Workers and their employers buy many
goods and services frequently; they obtain news on the CPI every month; and perhaps
most important if periods of high real GDP and low unemployment had always been
accompanied by an increase in the aggregate price level, workers and firms learn from
these past episodes and use their experience to form expectations accurately.

Rational expectations and the ‘policy ineffectiveness proposition’

Both the Friedman and Phelps models were based on the twin assumptions of continuous
market clearing and imperfect information. Soon thereafter, in two influential articles,
Lucas (1972, 1973) extended their model by adding a third component: rational
expectations. Workers and firms use their knowledge of past history to work out the
implications of an observed fall or rise in wages on the overall wage level. Rational
expectations imply that erroneous expectations errors are not repeated.

Lucas collapsed the distinction between firms and workers and treated all economic
agents as ‘yeoman farmers’ who face both idiosyncratic shocks to their own relative price
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and macro shocks caused by fluctuations in monetary growth and other factors. The
agents use rational expectations to deduce from past history how much of an observed
change in the local price represents an idiosyncratic shock and how much represents a
macro shock. When local price shocks have a high correlation with macro shocks, agents
do not adjust production, knowing that no change in relative prices has occurred. Lucas
used this insight to explain why the PC in a country like Argentina with high macro
volatility would be much steeper than in a country like the US with low macro volatility.

The concept of rational expectations led Lucas and his followers to make a startling
prediction. He argued that anticipated monetary policy cannot change real GDP in a
regular or predictable way, a result soon known as the ‘policy ineffectiveness proposition’.
In common with Friedman and Phelps, the Lucas approach implied that movements of
output away from the natural level require a price surprise, so that the central bank can
alter output not by carrying out a predictable change in monetary policy but only by
creating a surprise. (The formal development of the proposition was carried out in
Sargent and Wallace 1975.)

By the end of the 1970s the Lucas approach was widely criticized. The problem was
not Lucas’ introduction of rational expectations, but rather the twin assumptions
inherited from Friedman and Phelps, namely continuous market clearing and imperfect
information. Deviations of the current actual price level from the expected price were the
only allowable source of business cycle movements in real GDP. Thus, despite the
widespread appeal of the Friedman–Phelps–Lucas approach, it ran aground on the
shoals of an inadequate theory of business cycles. With monthly information available on
the aggregate price level, the business cycle could last no more than one month.5 In the
recent evaluation of Sims (2008, p. 4), the microeconomic underpinnings of the Lucas
supply curve were ‘highly abstract and unrealisticFfor example models of ‘‘island
economies’’ in which people had to infer the value of the economy-wide interest rate or
money stock from the price level on their own island’. Even Lucas later confessed that:
‘Monetary shocks just aren’t that important. That’s the view I’ve been driven to. There’s
no question that’s a retreat in my views’ (Cassidy 1996, p. 53).

Rejection of the empirical case against monetary neutrality

Whatever the model used to explain the business cycle, the natural rate hypothesis and long-
run monetary neutrality are intact if empirical coefficients imply that a reduction of the
unemployment rate below a certain level (whether it is called the natural rate or the full
employment rate) leads to continuously accelerating inflation. In the first few years after the
Friedman and Phelps articles, those who had developed econometric models supporting a
permanent long-run trade-off claimed that the validity of long-run neutrality could be tested
by estimating whether the sum of coefficients on the lagged dependent variable in an
inflation equation was equal to unity or was significantly below unity. Here we ignore the
distinction between wage and price changes and examine the relationship between the
inflation rate (pt), its lagged value (pt � 1), and the unemployment rate (Ut):

ð2Þ pt ¼ apt�1 þ bUt þ et:

Here the response of inflation to unemployment is negative (bo1). If the sum of
coefficients on lagged inflation is significantly below unity, then in the long run when
pt ¼ pt�1 there is a long-run trade-off between inflation and unemployment:

ð3Þ pt ¼ bUt=ð1� aÞ:
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Numerous research papers written in the late 1960s and early 1970s placed major
emphasis on the finding that the a coefficient was significantly below unity, implying a
permanent trade-off as in equation (3). However, these results were ephemeral and
quickly abandoned for two reasons. First, as the sample period extended over more of
the period of accelerating wage and price change in the late 1960s, the a coefficient kept
creeping up and by 1972 had reached unity, particularly when the coefficient was allowed
to vary over time.6

The second and more important reason to abandon this test of the long-run trade-off
was Sargent’s simple but devastating econometric point. Here we simplify Sargent’s
exposition by suppressing the difference between wages and prices, and by making
expected inflation depend on only a single lag of inflation rather than a distributed lag.
The original specification is not (2) but rather

ð4Þ pt ¼ aEpt þ bUt þ et;

where Ept is the expected rate of inflation. An observable proxy for expected inflation
must be obtained, and this requirement is satisfied by backward-looking or adaptive
expectations:

ð5Þ Ept ¼ v pt�1:

When (5) is substituted into (4), we obtain

ð6Þ pt ¼ av pt�1 þ bUt þ et:

Now Sargent’s point becomes clear: the single equation (6) cannot be used to estimate
both a and v. The only way that a can be interpreted as the coefficient on expected
inflation is for an extraneous assumption to be introduced, in particular that v ¼ 1.

Yet, Sargent argues, there is no reason for v to be unity, and rather if the inflation
rate can be approximated as a covariance-stationary stochastic process, v must be less
than unity. For v to be unity, the inflation rate would display extremely strong serial
correlation or ‘drift’, but during much of US history before 1950 the inflation rate
displayed relatively little serial correlation. Thus it is quite possible that a was equal to
unity throughout the postwar era but that v gradually increased with the serial
correlation of inflation in the 1960s that was higher than in the 1940s and 1950s. In short,
Sargent made a convincing case that the previous econometric estimates of a in the
context of equation (2) had no relevance to the validity of the natural rate hypothesis.
Not surprisingly, such econometric exercises ceased quite abruptly after 1972.

Sargent’s observation that the v coefficient should be smaller in periods with less
serial correlation of the inflation rate was subsequently validated. Gordon developed
quarterly data back to 1892 and showed that the sum of coefficients on lagged inflation
rose from 0.40 in 1892–1929 to 0.60 in 1929–53 and then to 1.06 in 1954–80 (Gordon
1982a, Table 3). We return to his results below, because they directly address the shifting
form of the PC relationship during the two world wars and during the Great Depression
that was originally noticed by Samuelson and Solow (1960).7

II. THE POST-1975 LEFT FORK IN THE ROAD: THE DYNAMIC DEMAND–SUPPLY

MODEL WITH INERTIA

The 1960s were the glory years of the PC’s interpretation as a negative correlation
between inflation and unemployment, initially as incorporating a permanent negative
trade-off, and subsequently as a significant short-run trade-off subject to the longer-run
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adjustment of expectations in the natural rate PC. But almost from the beginning, the
decade of the 1970s seemed to overturn any thought that the negative PC trade-off was
intact or stable. The nature of the problem is evident when we look again at Figure 1,
which plots the inflation and unemployment rates in quarterly data since 1960, with the
four-quarter change in the deflator for personal consumption expenditures (PCE) used to
represent inflation. For the 1970s as a whole, the inflation–unemployment correlation is
strongly positive, not negative, and in Figure 1, sharp changes in the inflation rate appear
to lead by about one year changes in the same direction of the unemployment rate.

When plotted in Figure 2 on a scatter plot from 1960 to 1980, the inflation and
unemployment rates are uncorrelated, with a combination of negative and positive
correlations that range all over the map. The negative PC trade-off appeared to be utterly
defunct. In flowery language that amounted to a simultaneous declaration of war and
announcement of victory, Lucas and Sargent (1978, pp. 49–50) described ‘the task which
faces contemporary students of the business cycle [is] that of sorting through the
wreckage . . . of that remarkable intellectual event called the Keynesian Revolution’.

The year 1975 marks a clear break in the history of the PC. Surveys written at the
time focus on the demise of the short-run trade-off and the emergence of the consensus
expectational natural rate PC (see, for instance Laidler and Parkin 1975). Two
complementary reasons lead us to mark 1975 as the transition year for PC doctrine.
First, it was the year of the publication of the policy ineffectiveness proposition
summarized above, which was the beginning of the end of business cycle theory based on
expectation errors. Second, 1975 was a year in which both the US inflation and
unemployment rates experienced the maximum impact (at least up to that time) of supply
shocks, calling for a revised PC theory that explicitly incorporated supply shocks.

The demise of the Friedman–Phelps–Lucas information barriers model occurred in
two stages. First, the theory was flawed by its inability to reconcile multi-year business
cycles with one-month lags faced by agents in obtaining complete information about the
aggregate price level. Second, the attempt to develop an empirical counterpart of the
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policy-ineffectiveness proposition was a research failure. It floundered on the inability to
develop a symmetric explanation of output and price behaviour. Barro (1977) showed that
output was not related to anticipated monetary changes but could not demonstrate the
required corollaryFthe full and prompt responsiveness of price changes to anticipated
nominal disturbances. This failure reflected the fundamental conflict between the fully
flexible prices required by the information barriers model and the inflation inertia deeply
embedded into the US inflation process, a conflict that has returned to haunt the
application of the NKPC approach in the past decade. Soon Mishkin (1982) and Gordon
(1982a) showed that anticipated monetary changes had a strong effect on output in the
short run and on inflation in the long run, preserving long-run but not short-run neutrality.

Since 1975 the development of PC doctrine has bifurcated into two divergent paths,
called here the ‘left fork’ and ‘right fork’ of the road, with no sign of convergence. The
left fork in the road, treated in this section, is the resurrection of Keynesian economics
in the form of what I call the ‘mainstream’ PC model that incorporates long-run
neutrality, that incorporates explicitly the role of supply shocks in shifting the PC up or
down, and that interprets the influence of past inflation as reflecting generalized inertia
rather than expected inflation. The right fork in the road of the post-1975 evolution,
examined in Section III, features an approach developed by Kydland, Prescott and
Sargent, and more recently by Galı́, Gertler and others. Inflation depends on forward-
looking expectations, and expectations respond rationally to actual and expected changes
in monetary and fiscal policy. This two-way game between policy and expectation
formation leaves no room for supply shocks or inertia.

The resurrection of the PC

Several years before the famous ‘wreckage’ pronouncement by Lucas and Sargent, the
resurrection of the PC began. The first and perhaps most important element was the new
theory of policy responses to supply shocks, developed independently by Gordon (1975)
and Phelps (1978) in two slightly different models that were later merged by Gordon
(1984). The ‘Gordon–Phelps’ model starts from the proposition that the price elasticity of
demand of the commodity experiencing the adverse supply shock, e.g. oil, is less than
unity, so that following an increase in the relative price of oil, the expenditure share of
that commodity must increase and the expenditure share of all other components of
spending must decrease. For instance, energy’s share of nominal US GDP tripled
between 1972 and 1981.8

The required condition for continued full employment is the opening of a gap
between the growth rate of nominal GDP and the growth rate of the nominal wage
(Gordon 1984, p. 40) to make room for the increased nominal spending on oil. If nominal
wages are flexible, one option is for the growth rate of wages to become negative,
allowing the growth rate of nominal GDP to remain fixed. At the alternative extreme
with rigid wages, to avoid a decline in non-energy output, an accommodating monetary
policy must boost nominal GDP growth by the amount needed to ‘pay for’ the extra
spending on oil, but this will lead to an inflationary spiral if expectations respond to the
observed increase in the inflation rate. A third alternative, and the one that actually
occurred in the 1970s, was a combination of wage rigidity with a partial response of
nominal GDP growth, pushing down both real non-energy spending and employment.

By 1976 this model had made its way into the popular press when a New York Times
headline announced, ‘A new theory: inflation triggers recession’ (18 July 1976, p. F13).
Indeed, we can see in Figure 1 that throughout the period 1974–81, there was a time
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lead of roughly one year of inflation relative to unemployment. This real-world
result, that an adverse supply shock can depress real output and employment in a world
of sticky non-oil prices, had been christened by Okun in 1974 conversations as a
‘macroeconomic externality’.9

Sometimes the output effect of the supply shock in the Gordon–Phelps framework is
likened to an ‘oil tax’ that reduces non-oil real consumption by more, the smaller is the
price elasticity of demand for oil. The extent of the resulting decline in real output
depends not only on that elasticity but on the response of nominal demand, which in
turn depends not just on the response of monetary policy but also on additional
factors listed by Blinder and Rudd (2008)Fbracket creep in a non-indexed tax system,
negative wealth effects, scrappage of obsolete capital, and the effect of uncertainty in
dampening demand.

By 1977 supply shocks had been incorporated into the natural rate expectational
Phillips curve. This theoretical formulation (Gordon 1977a, equation 13), except for the
absence of explicit lagged terms, is identical to the econometric ‘mainstream’ model
developed subsequently and described below:

ð7Þ pt ¼ Ept þ b Ut �UN
t

� �
þ zt þ et;

where the notation is the same as above with the addition of Ut
N to represent the natural

rate of unemployment and zt to represent ‘cost-push pressure by unions, oil sheiks, or
bauxite barons’ (Gordon 1977a, p. 133). Other types of supply shocks include the
imposition and termination of price controls (as in the US in 1971–74), changes in the
relative price of imports, and changes in the trend growth of productivity. Episodes in
which political events cause sharp changes in wages, such as the French general strike of
1968, also qualify as adverse supply shocks. A detailed narrative of the role of food, oil
and price-control shocks in the inflation of the 1970s is provided by Blinder (1979, 1982).

The process of integrating supply shocks into macroeconomics took place during
1975–78 simultaneously on three fronts: theoretical as described above, empirical as
described below, and in an unusual development, through a new generation of
intermediate macroeconomic textbooks. An explanation was needed to reconcile the
dominant role of demand shocks as the explanation of the Great Contraction of 1929–33
in the same model as would explain the positive correlation of inflation and
unemployment in 1974–75. Once recognized, that explanation became obvious. Just as
the output and price of corn or wheat could be positively or negatively correlated
depending on the importance of micro demand or supply shocks, so aggregate output
and the rate of inflation could be positively or negatively correlated, depending on the
relative importance of aggregate demand or supply shocks.

The textbooks appeared simultaneously in 1978, and both used alternative versions
of a simple diagram that can be traced back to a classroom handout used by Dornbusch
at the Chicago Business School in early 1975.10 The diagram, which has the inflation rate
on the vertical axis and either the unemployment or output gap on the horizontal axis,
combines three elementsFthe expectational PC, shifts in that PC caused by supply
shocks, and an identity that decomposes nominal GDP growth into inflation and output
growth. The textbook version shows that the dynamic aggregate demand–supply model
implies a simple first-order difference equation. Following a permanent upward or
downward shift in nominal GDP growth, any lags in the formation of expected inflation
cause the economy to cycle through loops to its new long-run equilibrium at a zero value
of the unemployment or output gap and a permanently higher or lower rate of inflation.
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Econometric implementation of the mainstream model

As in equation (7) above, the mainstream specification of the inflation process contains
three sets of explanatory variables representing inertia, demand and supply, leading me
to call it the ‘triangle’ model.11 Replacing the expected inflation term is a set of long lags
on past inflation, reflecting the view that the influence of past inflation reflects generalized
backward-looking inertia, not just the formation of expectations. Important sources of
inertia include the set of explicit and implicit contracts that dampen short-term changes
in prices and wages (as recognized explicitly by Fisher 1926), and the input–output
supply chain that creates thousands of links of unknown magnitude and duration
between changes in crude and intermediate goods prices and the prices of final goods, as
emphasized by Blanchard (1987). All of these channels interact to create the ‘inertia’
effect, the first leg of the triangle.

This approach is Keynesian because the role of inertia is to make the inflation rate
slow to adjust to changes in nominal demand, and as a result real GDP emerges as a
residual, not as an object of choice as in the Friedman–Phelps–Lucas model. A vast
theoretical literature under the rubric of ‘new Keynesian economics’ (NKE), starting in
the late 1970s with Fischer (1977) and Taylor (1980), provided numerous models to
motivate the inertia mechanism by explaining real and nominal rigidity of wages and/or
prices, and many of these explicitly incorporated rational expectations.12 In our
discussion in Section III, we will be careful to distinguish between the theoretical models
of the NKE and the empirical application of the NKPC.

In the triangle model, the speed of price adjustment and the speed of expectation
formation are two totally different issues. Price adjustment can be delayed by wage and
price contracts, and by the time needed for cost increases to percolate through the input–
output table, and yet everyone can form expectations promptly and rationally based on
full information about the historical response of prices to its own lagged values, to
demand shocks and to supply shocks.

The demand side of the model is represented by the level and change of the output
gap or alternatively the unemployment gap. As we have seen above, Phillips recognized
the role of the ‘rate of change’ effect that at any given unemployment rate makes the
inflation rate higher when the unemployment rate is falling than when it was rising.
Because the unemployment gap is always entered in the triangle model with both the
current value and with additional lags, the zig-zag of the estimated lagged coefficients
between negative and positive incorporates the rate of change effect.

The supply side of the model is represented by a set of explicit supply shock variables,
establishing a contrast between the mainstream approach and the recent NKPC literature
where the supply shock effects are always hidden in the error term. The explicit supply
shock variables are all defined so that the absence of supply shocks is represented in (7) as
zt ¼ 0. Such variables, for instance, include changes in the relative price of oil and changes
in the relative price of non-oil imports; when these relative prices exhibit zero change, there
is no upward or downward pressure on the inflation rate from supply shocks. The list of
supply shock variables includes dummy variables which measure the impact of the 1971–74
Nixon-era price controls in holding down inflation in 1971–73 and then adding to the
supply shock impact on inflation in 1974–75.13 Earlier versions (Gordon 1982b; Gordon
and King 1982) included changes in the real exchange rate in place of real import prices.

Unfortunately, the essential role of sticky wages and/or inflexible non-oil prices was
missed by many analysts who later tried to model the impact of oil prices on real output.
For instance, Bruno and Sachs (1985) use a neoclassical production function to show that
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the elasticity of output with respect to the real energy price is the energy share in gross
output, thus missing the macroeconomic externality. Hamilton (1983), in a much-cited
paper, showed that oil prices Granger-cause changes in real output in all but one of the
recessions that occurred between 1948 and 1980. Hamilton’s results cannot be compared to
those of Bruno and Sachs, or those implied by the triangle inflation equation, because he
provides no elasticity estimates and no analysis of the extent to which the oil price effect
works through overall inflation, as in the Gordon–Phelps model, or through a direct impact
of oil on output via the production function, as in Bruno–Sachs.

Since the 1970s the literature on supply shocks has come increasingly to focus on oil
and to neglect shocks related to changes in the relative price of food, of non-oil non-food
imports, and the effects of the Nixon-era price controls. In fact, food rather than oil was
the example used in the initial development of the macroexternality theory in Gordon
(1975). Bosworth and Lawrence (1982) provide ample background on the reasons for
sustained increases in the real price of food in 1973–74 and in 1978–79 (another such
episode occurred in 2007–08)

Blinder and Rudd (2008) revisit the supply shock explanation of the ‘Great
Stagflation’ of the 1970s and early 1980s, and confirm its central role. They summarize a
set of arguments against the supply shock explanation, and refute each. To those
(including Barsky and Kilian 2002) who cannot understand why a change in a relative
price would be relevant for overall inflation, they point to the rigidity of prices in the non-
shocked sector. They also assess arguments (like those of Bernanke et al. 1997) claiming
that the impact of oil shocks on the economy actually represents the effects of the central
bank response rather than the oil shock itself. They provide new evidence from a
structural vector autoregressive regression (VAR) model reaffirming an independent role
for oil shocks. In fact, given ample empirical evidence of long lags in the response of
output and unemployment to monetary policy actions, the Blinder–Rudd results make
perfect senseFan adverse supply shock causes an initial spike of unemployment, and the
monetary policy response then determines by how much unemployment declines in the
subsequent years after the shock.

Since the original Phillips (1958) article was about wage changes, not price changes, it
is noteworthy that the triangle model is a single reduced-form equation for the inflation
rate, with no mention of wage changes. Starting from separate wage change and price
mark-up equations, as had been standard in the PC econometrics literature up to that
time, Gordon (1982b) merged the two and discussed the simplifying assumptions needed
to perform the merger, particularly the absence of wage–wage inertia.

The usual assumption that inflation is equal to nominal wage changes minus
productivity growth assumes a fixed value of labour’s share in national income. But
labour’s income share rose sharply in the late 1960s and has drifted down since then. The
goal of the central bank is to control inflation, not wage changes, so changes in labour’s
income share across business cycles imply a loose relation between inflation and wage
changes that is fruitfully ignored. An important contribution to the demise of the wage
equation was made by Sims (1987), who argued that wage and price equations have no
separate structural interpretations, and that a price equation is a wage equation stood on
its head, and vice versa.

Empirical results: strengths and weaknesses

The current econometric version of the mainstream or triangle model was originally
developed in the late 1970s (Gordon 1977b) and published in its current form (as a single
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reduced-form price-on-price equation with no wages) in Gordon (1982b). It has been
maintained essentially intact since then, with the same set of explanatory variables and
lag lengths, in order to allow post-sample simulations to identify forecasting errors that
may call for rethinking the specification. The first challenge to the model arrived almost
immediately in the form of the Volcker disinflation of 1979–86. As shown in Figure 1, the
inflation rate collapsed from nearly 10% in 1981 to only 3% in 1983–84, much faster
than had been forecast by commentators using an expectational PC with a heavy
emphasis on wage rigidity.

The ‘sacrifice ratio’ is a convenient summary measure of the speed of inflation
adjustment in response to high unemployment and low output. This ratio is defined as the
cumulative years of output gap during the disinflation divided by the permanent reduction
of inflation expressed as an absolute value. Some ex ante forecasts of the sacrifice ratio
made in 1980–81 were as high as 10, but the actual sacrifice ratio in retrospect turned out to
be between 3.5 and 4.5.14 The key to the surprisingly low sacrifice ratio turned out to be the
role of supply shocks, and in particular the 1981–86 decline in the relative price of energy,
and the 1980–85 appreciation of the dollar that reduced the relative price of imports. In a
remarkable forecasting success achieved in the middle of the disinflation, Gordon and King
(1982) estimated a six-equation VAR model that combined the triangle inflation equation
with equations that allowed monetary policy to influence endogenous oil prices and the
exchange rate, and their main result was a sacrifice ratio in the range of 3.0 to 3.5, much
below the prevailing wisdom of the time.15

The Gordon–King result is consistent with the Kydland–Prescott–Sargent interpreta-
tionFreviewed in the next sectionFthat makes no mention of supply shocks but rather
emphasizes the interplay between the credibility of the central bank and the expectations of
the public. No doubt a major role in the speed of the disinflation, and the resulting relatively
small sacrifice ratio, was the widespread perception that the Fed’s monetary policy changed
after 1979 and its anti-inflation stance became more credible than before. The advantage of
the Gordon–King method is that the channels of monetary policy are explicitly traced, not
just through high unemployment but also through the effect of the monetary–fiscal policy
mix in causing an appreciation of the dollar in 1980–85, with an accompanying decline in
the relative price of oil and of non-oil imports.

Returning now to Figure 1, we see that the Volcker disinflation was followed in the late
1980s by a repeat of the negative inflation–unemployment trade-off already experienced in
the 1960s, albeit with a smaller acceleration of inflation and a higher level of unemployment.
Similarly, the negative trade-off is evident in the slowdown of inflation in 1990–93 in
response to a marked increase in the unemployment rate during the same period.

At first glance, the behaviour of the PC in the 1990s appears to be puzzling.
Unemployment in the late 1990s fell to the lowest rate since the 1960s, but there was no
parallel acceleration of inflation. Instead, inflation was lower in 2000 than in 1993. As
shown by Gordon (1998), low inflation in the late 1990s can be explained by beneficial
supply shocks that pushed the PC down in contrast to the adverse supply shocks of the
1970s; the beneficial shocks of the 1996–99 period included lower real energy prices,
lower relative import prices, and faster trend productivity growth. As shown in Figure 1,
the ‘twin peaks’ of inflation and unemployment were joined by the ‘valley’ of inflation
and unemployment during 1997–2000.

Despite these research successes, the evolution of the data required one change in the
1982 specification of the triangle model. Post-sample simulations in 1994–95 revealed
that the model’s predictions had started to drift in the direction of predicting too much
inflation, given actual values of the unemployment gap. These errors turned out to be due
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not to a flaw in the model but to a data choice, that is, the false assumption that the
natural rate of unemployment was fixed, allowed to change only in response to the
demographic composition of the unemployment rate.16

For several decades the natural rate of unemployment has been called by its
nickname, the ‘NAIRU’, standing for ‘non-accelerating inflation rate of unemployment’.
The time-varying NAIRU (or TV-NAIRU) combined an econometric method
introduced by Staiger et al. (1997) that was applied to a version of my triangle model,
and simultaneously I published a paper which used their method applied to my model
(Gordon 1997). The estimated TV-NAIRU exhibited a pronounced downward drift after
1990 that explained in a mechanical way why the inflation rate was lower in the 1990s
than had previously been predicted with a fixed NAIRU. An initial set of substantive
explanations of this decline in the NAIRU was provided by Katz and Krueger (1999).

III. THE POST-1975 RIGHT FORK IN THE ROAD: JUMPING AND

FORWARD-LOOKING POLICY-RESPONSIVE EXPECTATIONS

The alternative post-1975 research approach, the right fork of the road, emphasizes
jumps in expectations in response to policy actions and implicitly incorporates price
flexibility, market clearing and an absence of backward-looking inflation inertia. The
central idea that expected inflation can jump in response to actual or anticipated policy
changes is crucial to understanding the ends of hyperinflations (Sargent 1982). It begins
with the basic proposition, already embedded in the Friedman–Phelps natural rate
hypothesis, that the choice by a policy-maker of a particular short-run combination of
inflation and unemployment rates can alter expectations, causing the trade-off to change.

The policy game

Kydland and Prescott (1977) distinguished between policy discretion and rules,
contrasting discretionary policy-makers who reassess the desired response to alternative
inflation rates in each successive time period, with rule-following policy-makers who
adhere to a rule which is fixed for all future time periods. They show, not surprisingly,
that the long-run inflation rate is higher under a discretionary policy than under a rules-
based policy. How does this approach explain the positive correlation of inflation and
unemployment in the 1970s without mention of supply shocks? Papers written by Sargent
(1999), Cogley and Sargent (2005) and Sargent et al. (2006) begin with the standard
presumption that choices by discretionary policy-makers will cause the PC to shift and
policy options to change. The attempt to conduct policy without knowledge of the
current position of the Phillips curve can lead a policy-maker to make choices that yield
persistently high inflation outcomes.

‘Credibility’ is an important concept in the game involving policy-makers and private
agents. Because expectations can jump in response to changes in policy-makers’ actions
and perceived intentions, the outcome of actual inflation is higher if agents infer that the
policy-maker is trying to manipulate unemployment along the short-run PC trade-off. A
credible policy is one which promises to maintain a low inflation rate in the long run;
agents are convinced that a policy is credible if the policy-makers pursue an inflation
target and regularly raise the interest rate when inflation exceeds its target but do not
lower interest rates in response to an increase in unemployment. Doubts by agents that
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the policy-maker is committed to low inflation in the long run can raise the un-
employment cost of reducing inflation, i.e. the sacrifice ratio.

One problem with this line of research is that it ignores additional information
available to policy-makersFthat oil or farm prices have risen, that the dollar has been
devalued, that price controls have been imposed or ended, or that trend productivity
growth has slowed or revived. Indeed, it is striking that Sargent et al. (2006) claim to be
able to explain the entire upsurge of inflation in the 1970s and early 1980s without any
mention of supply shocks, despite the fact that the word ‘shocks’ appears in the title of
their paper: ‘allow the model to reverse engineer a sequence of government beliefs about
the Phillips curve which, through the intermediation of the Phelps problem, capture both
the acceleration of U.S. inflation in the 1970s and its rapid decline in the early 1980s’.

Another problem with the policy game approach is that it ignores the policy-maker’s
fundamental dilemma in the face of an adverse supply shock. As shown in Gordon (1975,
1984) and Phelps (1978), unless wages are perfectly flexible, the policy-maker cannot
escape a choice between holding inflation constant at the cost of substantial extra
unemployment, or holding unemployment constant at a cost of higher and accelerating
inflation, or something in between. In fact, because of long lags in the impact of
monetary policy on unemployment and inflation, in reality the policy-maker is incapable
of holding either inflation or unemployment constant following a supply shock.

Related work by Primiceri (2006) includes the government’s underestimate of the
NAIRU in the 1970s as a cause of high inflation, but he does not provide any explicit
analysis of supply shocks as the cause of this underestimate. Sims (2008) has suggested
that Primiceri is guilty of an asymmetry, because he allows only for uncertainty about
coefficient values in a model that policy-makers assume is correct, instead of allowing for
the fact that the model may be wrong. In fact, the discussion above of the mainstream
model suggests that Primiceri and others working on policy–expectations interactions
may indeed have chosen the wrong model, at least for the USA, by assuming that
expectations can jump in response to policy announcements and ignoring the role of
backward-looking inertia and supply shocks.

The new Keynesian Phillips curve

The NKPC model has emerged in the past decade as the centrepiece of macro conference
and journal discussions of inflation dynamics and as what Blanchard and others have
called the ‘workhorse’ of the evaluation of monetary policy.17 The point of the NKPC is
to derive an empirical description of inflation dynamics that is ‘derived from first
principles in an environment of dynamically optimizing agents’ (Bårdsen et al. 2002).

The theoretical background is that monopolistically competitive firms have control
over their own prices due to product differentiation. They are constrained by a friction in
the setting of prices, of which there are many possible justifications that are inherited
from the theoretical NKE literature. For instance, we have already cited Taylor’s (1980)
model which merges rational expectations with fixed-duration contracts. More frequently
cited, as in Mankiw’s (2001) exposition, is Calvo’s (1983) model of random price
adjustment, in which prices are fixed for random periods. The firm’s desired price
depends on the overall price level and the unemployment gap. Firms change their price
only infrequently, but when they do, they set their price equal to the average desired price
until the time of the next price adjustment. The actual price level, in turn, is equal to a
weighted average of all prices that firms have set in the past. The first-order conditions
for optimization then imply that expected future market conditions matter for today’s
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pricing decision. The model can be solved to yield the standard NKPC specification in
which the inflation rate (pt) depends on expected future inflation (Etptþ1) and the
unemployment (or output) gap:

ð8Þ pt ¼ aEtptþ1 þ b Ut �Un
t

� �
þ et:

The constant term is suppressed, so the NKPC has the interpretation that if a ¼ 1,
then Un

t represents the NAIRU.
Notice that the NKPC in equation (8) is identical to the post-1975 mainstream PC

written in (7) above, with two differences. First, there is no explicit treatment of supply
shocks; these are suppressed into the error term. Second, expectations are explicitly
forward-looking in equation (8), whereas in (7) expectations could be either forward-
looking or backward-looking, or both. Because of frictions of the Taylor or Calvo type,
policy changes that raise or lower the inflation rate have short-run effects on the
unemployment or output gap. The Taylor NKE framework assumes fixed contract
lengths of pricing intervals, while the Calvo model makes price changes dependent on a
fixed gap between the actual and desired price levels. But Sims (2008) points out that this
‘theory has simply moved the non-neutrality from agent behavior itself into the
constraints the agent faces, the frictions’. In real-world situations in which macro shocks
create Argentina-like instability, contract lengths would surely change in response to the
expected inflation rate.

NKPC models vary in their inclusion of the single variable that supplements future
expected inflation. This is modelled sometimes as the unemployment gap, as in (8), and
sometimes as the closely related output gap. Mankiw’s (2001) exposition, followed below,
uses the unemployment gap.

Another version of the NKPC replaces either gap with real marginal cost. This is
always proxied by real average cost, that is, the real wage divided by the average product
of labour (W/P)/(Y/N), which is by definition equal to labour’s share in national income
(WN/PY). Some papers in the NKPC literature treat real marginal cost as exogenous,
but this is unacceptable because labour’s income share is inherently endogenous and
requires a multi-equation model with separate equations for the level of the wage rate,
the price level and the level of labour productivity. Thus far empirical implementation of
the marginal cost version of the NKPC has swept under the rug the endogeneity of
labour’s income share. In contrast, Dew-Becker and Gordon (2005) have examined joint
feedback between prices and wages by endogenizing changes in labour’s share.18

This section treats the ‘right fork’, with its absence of inertia and expectations that
can jump in response to anticipated policy changes, as a fruitful development in
macroeconomics when applied to rapid inflation episodes, whether in Germany in 1922–
23 or in Brazil or Argentina more recently. Unfortunately, the empirical implementation
of the NKPC has been almost entirely to data for the postwar USA, where it is the wrong
model. This can be easily seen for both the ‘gap’ and ‘real marginal cost’ versions of the
NKPC. The ‘gap’ version as written above in equation (8) drives changes in the inflation
rate only with changes in the unemployment gap, or equivalently with the output gap. Its
prediction is that the coefficient (b) on the unemployment gap is negative. But we have
already seen in Figure 1 that the correlation between inflation and the unemployment
rate is both negative and positive, with a positive correlation between 1971 and 1982
when the variance of inflation was greatest. The NKPC contains no element to capture
the switch from negative to positive correlation and back again.
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Correspondingly, the model’s prediction is that when the unemployment gap is replaced
by the output gap, the correlation should be positive. But as shown in Figure 3, the
correlation between inflation and the output gap is strongly negative between 1971 and
1982. Thus it is not surprising that Rudd and Whelan (2005b, Table 1) show that the
estimated coefficient on the output gap is significantly negative. Their result is obtained by
the usual procedure of replacing the unknown expectation of future inflation with two-stage
least squares estimation in which the first stage regresses the actual inflation rate on a set of
instruments.19 This apparent conundrum is resolved in the mainstream triangle model in
which the output gap leads inflation positively (as in 1965–69 and 1986–89) while inflation
leads the output gap negatively (as in 1971–82) due to the influence of supply shocks.

A look at the data also predicts a failure of the version of the NKPC that uses real
marginal cost as the variable that drives inflation. As noted above, real marginal cost is
always proxied by real average cost, which is the same as labour’s income share, and this
share is plotted against the inflation rate in Figure 4.20 Labour’s share exhibits one big
upward jump in 1967–70, at least four years too early to explain the first inflation peak in
1974–75. After 1970, labour’s share is essentially trendless, varying only between 70%
and 75%, with no movements that would help to explain the second inflation peak in
1979–81 nor the Volcker disinflation of 1981–84. Accordingly, it is not surprising that
Rudd and Whelan (2005b, Table 1) estimate an insignificant coefficient in equation (8)
when real marginal cost replaces the unemployment gap.

The NKPC literature seems to be just as confused by the behaviour of real marginal
cost as by the negative correlation of inflation with the output gap. As Woodford (2003)
has pointed out, the standard model predicts that increases in output tend to be
accompanied by higher real marginal cost as workers move out of a positively sloped
labour supply curve, as overtime premia rise, and as input materials costs respond
positively. However, Figure 4 indicates that, at least before 1990, labour’s income share
peaked in recessions and appears to be countercyclical. This has an easy explanation that
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TABLE 1

ESTIMATED EQUATIONS FOR QUARTERLY CHANGES IN THE PCE DEFLATOR, 1962(I) TO 2007(IV)

Variable

Roberts

Lags NKPC Triangle

Constant 1.16nn

Lagged dependent variable 1–24a 1.01nn

1–4 0.95nn

Unemployment gap 0–4 � 0.56nn

Unemployment rate 0 � 1.17n

Relative price of imports 1–4 0.06nn

Food–energy effect 0–4 0.89nn

Productivity trend change 1–5 � 0.95nn

Nixon controls ‘on’ 0 � 1.56nn

Nixon controls ‘off’ 0 1.78nn

R2 0.78 0.93
SEE 1.17 0.64

SSR 244.0 64.6
Dynamic simulation
1998(I) to 2007(IV) Note b
Mean error � 2.75 0.29

Root mean-square error 3.20 0.70

Notes
nnIndicates significance at 1%; nindicates significance at 5%.
aLagged dependent variable is entered as the four-quarter moving average for lags 1, 5, 9, 13, 17 and 21,
respectively.
bDynamic simulations are based on regressions for the sample period 1962(I) to 1997(IV) in which the
coefficients on the lagged dependent variable are constrained to sum to unity.
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has apparently been neglected in many NKPC discussions: the procyclicality of labour
productivity, which appears in the denominator of real average cost. Rudd and Whelan
(2005b) also discuss the problem that labour’s share, which equals real average cost, may
be a poor proxy for real marginal cost.

The challenge of persistence

On the surface, the NKPC as written in equation (8) appears similar, except for the
omission of explicit supply shock variables, to the mainstream PC as written in equation
(7). But its policy implications are radically different from the mainstream model, with its
costly disinflation and significant sacrifice ratio. This occurs because in the NKPC model
there is no backward-looking inertia, that is, no structural dependence of inflation on its
own lagged values. Instead, inflation is entirely driven by forward-looking expectations,
and equation (8) can be solved forward to set the inflation rate equal to an infinite sum of
expected future output gaps. Inflation can be costlessly controlled by a credible
commitment to follow policies that minimize the output gap forever into the future.

However, as we shall see in Section IV, inflation persistence in the form of long lags
on past inflation rates is a central feature of postwar US inflation behaviour. As a result,
in the US environment expectations are unlikely to jump except in response to widely
recognized supply shocks, such as the surge of oil prices in 1973–75, 1979–81 or 2006–08.
The recognition that, in the absence of supply shocks, the inflation rate is dominated by
persistence creates a challenge for policy-makers to reduce inflation by altering public
expectations directly. How can policy-makers convince the public that inflation will
spontaneously decrease, without any cost of higher unemployment or lost output, when
the public knows that inflation behaviour is dominated by persistence?

As we show in the first subsection of Section IV, in practice the NKPC is simply a
regression of the inflation rate on a few lags of inflation and the unemployment gap. As
pointed out by Fuhrer (1997), the only sense in which models including future expectations
differ from purely backward-looking models is that they place restrictions on the coefficients
of the backward-looking variables that are used in the first stage of two-stage least squares
estimation as proxies for the unobservable future expectations. In Fuhrer’s words:

Of course, some restrictions are necessary in order to separately identify the effects of expected
future variables. If the model is specified with unconstrained leads and lags, it will be difficult for
the data to distinguish between the leads, which solve out as restricted combinations of lag
variables, and unrestricted lags. (Fuhrer 1997, p. 338)

Subtleties in the interpretation of the ‘hybrid’ NKPC

Galı́ and Gertler (1999), two of the inventors of the NKPC approach, have introduced a
‘hybrid’ NKPC model in which the public consists of both forward-looking and
backward-looking agents, and in their empirical version current inflation depends on
both expected future inflation and past inflation. However, since future inflation is
always proxied by some transformation of past inflation, there is little difference in
practice between the ‘pure’ forward-looking NKPC and the hybrid version, except for
the form of the restrictions that emerge. Further, if there are enough backward-looking
members of the population, then forward-looking members cannot ignore the persistence
introduced by backward-looking agents. This dependence of future contract outcomes
on the inheritance of ongoing contracts with staggered expiration dates has been explicit
in the theoretical NKE literature since its introduction by Taylor (1980).
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The hybrid NKPC model is the same as equation (8) above, except that the influence
of inflation is divided between future expected inflation and lagged inflation rather than
being channelled exclusively through future expected inflation:

ð9Þ pt ¼ af Etptþ1 þ abpt�1 þ b Ut �Un
t

� �
þ et:

The central issue is the relative size of the forward-looking and backward-looking
coefficients (af and ab). Galı́ and Gertler (1999) and Galı́ et al. (2005) have reported
estimates of equation (9) with the unemployment gap replaced by labour’s income share
and conclude that ‘forward-looking behavior is dominant’, i.e. af is estimated to be much
larger than ab. This conclusion is important, since it appears to justify the original
formulation of the NKPC (equation (8) above) and makes the role of lagged inflation
appear to be a minor distraction of little empirical importance.

However, as pointed out by Rudd and Whelan (2005a, b), these estimates do not
actually distinguish between forward-looking and backward-looking behaviour due to
the nature of the two-stage least squares exercise. The second-stage equation (9) omits
variables that belong in the true model of inflationFe.g. additional lags on inflation itself
as well as explicit supply shock variables like commodity pricesFbut includes them in
the first stage as a proxy for expected future inflation. Indeed, anything that is correlated
with current inflation but not included in the second stage will serve as a good instrument
for future expected inflation and thus raise af relative to ab. These omitted variables boost
the coefficient on expected future inflation even if expected future inflation has no
influence at all on inflation itself, as occurs when Rudd and Whelan estimate a pure
backward-looking model that includes some of the additional variables included as
instruments in the two-stage procedure. Overall, the NKPC approach to date has
delivered no evidence that expectations are forward-looking. The instruments used in the
first stage are incompatible with the theory posited in the second stage. If lagged inflation
and commodity prices matter for inflation, then why are they omitted from the NKPC
inflation equation?

Constraints on the formation of expectations

Recent research has revived the discussion of barriers to the formation of expectations. As
we have seen, the original formulations of Friedman, Phelps and Lucas were based on
information barriers that prevented one set of agents (Friedman’s workers) or all agents
(Phelps’ desert island residents) from having access to government data on income, output,
money and prices that are released frequently at zero cost to all agents in the economy. That
literature was flawed because it placed the information barriers in the wrong place, in an
inability to perceive costless macro information, instead of where the information barriers
really exist, at the micro level of costs and supplier–producer relationships.

Producers of final goods are unable to perceive cost increases of crude and
intermediate materials that may be in the pipeline, and they have no choice but to wait
until they receive notification of actual cost changes (with the exception of crude
materials like oil where prices are determined in public auction markets). This approach,
based on supplier–producer arrangements, was introduced in Blanchard (1987) and was
christened the ‘input–output’ approach in Gordon (1990), who suggests a four-cell
matrix of information barriers of supply and demand shocks at both the macro and
micro level. A fundamental source of persistence is not just explicit wage contracts as
analysed by Taylor, but also explicit or implicit price contracts between suppliers and
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producers of final goods. Even without contracts, persistence and inertia are introduced by
lags between price changes of crude materials, intermediate goods and final goods. For
some goods, e.g. cars or aircraft, there are literally thousands of separate intermediate
goods, and most of these are made up of further layers of intermediate goods.

The recent literature has largely ignored the micro uncertainty embodied in the input–
output approach and instead has attempted to find credible explanations for imperfect
macro information. One approach is that agents take time to learn about the structure of
the economy (see Orphanides and Williams 2005). This information barrier is consistent
with the triangle approach, in which changes in the TV-NAIRU are observed not in real
time but only after the fact, as are changes in coefficients on the PC slope or the
coefficients on such supply shocks as oil prices.

A second barrier may be imperfect information regarding the goals of the central
bank (see, among others, Kiley 2007). Clearly, in the US context the Fed has changed
goals several times, and this became evident only after the fact. The Volcker policy shift
in 1979–80 was widely noticed at the time, but there was no historical antecedent to allow
predictions of its consequences. Likewise, studies of the Taylor rule indicate that the Fed
shifted around 1990 from a policy that mainly responded to inflation to a policy that
mainly responded to the output gap, and no empirical Taylor rule can explain why the
Federal Funds rate was so low in 2001–04.

The third barrier consists of costs or constraints on information acquisition and
processing. One version of this approach emphasizes costs of obtaining information that
lead to infrequent adjustments in expectations (Reis 2006). Another approach (see Sims
2006) is called ‘rational inattention’ and also emphasizes constraints on information
processing capabilities. However, all of these barriers concern constraints on the ability
of private agents to adjust their expectations accurately to reflect the current stance of
monetary policy and anticipated future changes in policy, and none reflects any of the
sources of persistence and inertia, particularly lack of information at the micro level of
the input–output table. Rational inattention makes sense at the micro level, when
translated into the minimization of managerial cost by avoiding daily deliberations about
price changes required by changes in supplier costs and instead making decisions
infrequently.

Which model applies to which episodes?

This survey has contrasted the inertia-bound triangle approach to explaining US
inflation with alternative frameworks in which the expectations of private agents can
jump in response to perceived changes in monetary policy. Which model best describes
which historical situations? As indicated above, the mutual interplay between policy
decisions and expectations formation is essential to understanding episodes of rapid
inflation, including Sargent’s (1982) ends of four big inflations. This approach is in fact
essential to an understanding of the inflation process in any nation that has experienced
high inflation volatility in the past due to shifts in policy (as contrasted with the influence
of supply shocks). A prime example would be a country like Argentina in which private
agents know that the government’s ability to restrain monetary growth depends on fiscal
decisions made at the level of states and localities.

Relatively little research has been done to establish a dividing line between situations
suitable for analysis with the policy–expectations game approach vs the inertia-bound
triangle approach. The convergence of inflation rates within the European Monetary
Union between 1980 and 1998 provides another example in which an inertia-dominated
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PC is inadequate, as countries with similar unemployment rates experienced very
different time paths of inflation. After experiencing inflation rates of over 20% to 25% in
the mid-1970s, Italy and the UK converged to low single digits of inflation, and an
explanation of this convergence requires a model in which agents formed expectations
based in part on the monetary policy of the Bundesbank, not just that of their own
national central bank.21

Another issue in extending the PC framework to fit the postwar European experience
is the question of whether the standard PC relation between the inflation rate and
the level of unemployment needs to be supplemented by a hysteresis mechanism between
the inflation rate and the change of unemployment. Recently Ball (2008) has suggested
that the hysteresis idea, after languishing since its invention by Blanchard and Summers
(1986), should be revived. Some versions of hysteresis imply that inflation depends not
on the level of unemployment but on its rate of change, that ancient idea supported in
the results of both Fisher (1926) and Phillips (1958) and incorporated in the triangle
model specification.

The empirical results presented in Section IV suggest that the triangle model, which
combines demand and supply shocks with inertia, does a much better job in explaining
postwar US inflation than does the NKPC approach that omits lags and supply shocks.
However, how far back can the triangle-type PC specification be pushed in US data?
Samuelson and Solow (1960) had already noticed that the American PC relationship does
not work in the Great Depression and during the two world wars. A quantitative answer
to this question was provided by Gordon (1982a) in a unique set of interpolated quarterly
data extending back to 1892. His results (Table 3) estimate PC equations for 1892–1929,
1929–53 and 1954–80, in a framework which allows the inflation rate to depend not just
on the level of the output gap, but on changes in expected and unexpected nominal GDP,
lagged inflation and a series of dummy variables.

Gordon’s results suggest that prior to 1954 there were substantial shifts in the
American PC process that are consistent with a role for an interplay between the
expectations of private agents and perceived changes in policy and the macroeconomic
environment more generally. The PC relation, in the form of the coefficient on the output
gap, has roughly the same coefficient before 1929 as after 1954, but is zero during the
middle period. In all three periods the anticipated and unanticipated change in nominal
GDP is highly significant, and this ‘rate of change effect’ dominates the explanation of
inflation in the middle period when the PC relationship is absent (see also Romer 1996,
1999 for an analysis of price changes in the 1930s).

The role of policy in shifting the inflation rate (whether this is perceived as working
through expectations or not) is evident in large shift coefficients on the impact of nominal
GDP changes on inflation in the First World War, and in large negative dummy variables
for price controls in the First and Second World Wars, the Korean War and the 1971–74
Nixon episode, as well as a large positive coefficient for the New Deal’s National
Recovery Administration.22

IV. THE NEW KEYNESIAN AND TRIANGLE PHILLIPS CURVES:
SPECIFICATION, ESTIMATES AND SIMULATIONS

What difference does it make if we explain US inflation using the mainstream triangle
model or the NKPC? We now turn to the detailed specification of the NKPC and triangle
alternatives. Then we examine their performance in US data spanning 1962–2007.
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The NKPC model

A central challenge to the NKPC approach is to find a proxy for the forward-looking
expectations term in equation (8) above (Etptþ1). Surprisingly, there is little discussion in
the literature of this aspect, or the implications of the usual solution, which is to use
instrumental variables or two-stage least squares (2SLS) to estimate (8). The following
treatment is consistent by including in the first stage only the variables that are part of the
basic theory in the second stage. The first-stage equation to be included in the 2SLS
estimation explains expected future inflation by recent lags of inflation and by the current
unemployment gap:

ð10Þ Etptþ1 ¼
X4

i¼1
lipt�i þ fðUt �Un

t Þ:

When the first-stage equation (10) is substituted into the second-stage equation (8),
we obtain the reduced form

ð11Þ pt ¼ a
X4

i¼1
lipt�iþ aN þ bð Þ Ut �Un

t

� �
þ et:

Thus in practice the NKPC is simply a regression of the inflation rate on a few lags of
inflation and the unemployment gap. We have already cited Fuhrer (1997) as pointing
out that the only sense in which models including future expectations differ from purely
backward-looking models is that they place restrictions on the coefficients of the
backward-looking variables, as in (11). The procedure of Galı́ and Gertler (1999) and
many others of adding additional variables like commodity prices and wage changes to
the first-stage equation is entirely ad hoc, as pointed out by Rudd and Whelan (2005a, b)
because any relevance of these variables to the forecasting of future inflation is
inconsistent with the basic second-stage NKPC inflation model of equation (8), which
omits these additional variables.

The Roberts (2006) version of the NKPC is of particular interest here, because of his
finding that the slope of the PC has declined by more than half since the mid-1980s.
Roberts describes his equation as a ‘reduced form’ NKPC, and indeed it is identical to
equation (11) above with two differences: the NAIRU is assumed to be constant, and the
sum of coefficients on lagged inflation is assumed to be unity. Thus the Roberts (2006,
equation 2, p. 199) version of (11) is

ð12Þ pt ¼
X4

i¼1
lipt�i þ gþ bUt þ et;

where the implied constant NAIRU is � g/b.

The triangle model of inflation and the role of demand and supply shocks

The inflation equation used in this paper is almost identical to that developed 25 years
ago (Gordon 1982b). When the influence of demand is proxied by the unemployment
gap, the triangle model can be written as (13), which is identical to (7) above except for
the introduction of lags. This general framework can be written as

ð13Þ pt ¼ aðLÞpt�1 þ bðLÞðUt �UN
t Þ þ cðLÞzt þ et:
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As before, lower-case letters designate first differences of logarithms, upper-case
letters designate logarithms of levels, and L is a polynomial in the lag operator.23

As in the NKPC and Roberts approaches, the dependent variable pt is the inflation
rate. Inertia is conveyed by a series of lags on the inflation rate (pt�1). The term zt is a
vector of supply shock variables (normalized so that zt ¼ 0 indicates an absence of supply
shocks), and et is a serially uncorrelated error term. Distinguishing features in the
implementation of this model include unusually long lags on the dependent variable, and
a set of supply shock variables that are uniformly defined so that a zero value indicates
no upward or downward pressure on inflation. Current and lagged values of the
unemployment gap serve as a proxy for the influence of demand, where the
unemployment gap is defined as the difference between the actual rate of unemployment
and the NAIRU, and the NAIRU is allowed to vary over time. This specification
predicts steady inflation when the unemployment gap and the supply shock terms are all
zero, and hence it is always estimated without a constant term.

The estimation of the time-varying (TV) NAIRU combines the above inflation
equation (12) with a second equation that explicitly allows the NAIRU to vary with time:

ð14Þ UN
t ¼ UN

t�1 þ Zt; EZt ¼ 0; varðZtÞ ¼ t2:

In this formulation, the disturbance term Zt in the second equation is serially
uncorrelated and is uncorrelated with et. When its standard deviation tZ ¼ 0, the natural
rate is constant, and when tZ is positive, the model allows the NAIRU to vary by a
limited amount each quarter. If no limit were placed on the variance of the NAIRU, then
the TV-NAIRU would jump up and down and soak up all the residual variation in the
inflation equation (13).24 In practice, the smoothness criterion is chosen to avoid
negatively correlated zig-zags in the estimated NAIRU, to be consistent with Friedman’s
original (1968) idea of the NAIRU as slowly changing in response to underlying
microeconomic structural factors.

The triangle approach differs from the NKPC and Roberts approaches by including
long lags on the dependent variable, additional lags on the unemployment gap that
incorporate a rate-of-change effect, and explicit variables to represent the supply shocks
(the zt variables in (13) above), namely the change in the relative price of non-food non-
oil imports, the effect on inflation of changes in the relative price of food and energy, the
change in the trend rate of productivity growth, and dummy variables for the effect of the
1971–74 Nixon-era price controls.25

Estimating the TV-NAIRU

The time-varying NAIRU is estimated simultaneously with the inflation equation (12)
above. For each set of dependent variables and explanatory variables, there is a different
TV-NAIRU. For instance, when supply shock variables are omitted, the TV-NAIRU
soars to 8% and above in the mid-1970s, since this is the only way the inflation equation
can ‘explain’ why inflation was so high in the 1970s. However, when the full set of supply
shocks is included in the inflation equation, the TV-NAIRU is quite stable, shown by the
dashed line plotted in Figure 5, remaining within the range 5.7% to 6.5% over the period
between 1962 and 1988.

Beginning in the late 1980s, the TV-NAIRU drifts downwards until it reaches 5.3%
in 1998, and then it displays a further dip in 2004–06 to 4.8%. One hypothesis to be
explored below is that the Roberts NKPC implementation reaches the conclusion that
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the Phillips curve has flattened because the NAIRU is forced to be constant, and that a
decline in the TV-NAIRU is an alternative to a flatter PC in explaining why inflation has
been relatively well behaved in the past 20 years.

Some of the NKPC literature estimates the TV-NAIRU by directly applying a
Hodrick–Prescott (H–P) filter to the time series of the unemployment rate.26 As shown in
Figure 5 using the traditional H–P parameter of 1600, this ‘direct’ approach to estimating
the TV-NAIRU results in an unexplained increase in the TV-NAIRU from 3.9% in 1968
to 8.3% in 1985, whereas the triangle approach has no such unexplained increase because
of its introduction of explicit supply shock variables.27 In contrast, the Roberts
implementation of the NKPC forces the NAIRU to be constant at an estimated 7.0%.

How much difference do the explicit supply shock variables make in the predictions
of the triangle specification? Figure 6 displays predictions made with the actual supply
shock variables and with the supply shock variables zeroed out (but with the other
variables, including the unemployment gap, taking their historical values and estimated
coefficients). Evidently, the supply shock variables explain all of the twin peaks of
inflation in the 1973–81 period, and in addition they explain more than half of the
Volcker disinflation (predicted inflation drops by 7 percentage points between 1980(I)
and 1985(I) when supply shocks are included, but by only 3 percentage points when
supply shocks are excluded). Notice also that without (beneficial) supply shocks, the
influence of low unemployment would have caused inflation to rise by 1.3 percentage
points between 1994 and 2001, whereas with supply shocks inflation is predicted to be
roughly constant.

Roberts NKPC vs triangle: coefficients and simulation performance

We next turn to the estimated coefficients, goodness of fit and simulation performance of
the Roberts NKPC and triangle PC specifications. Table 1 displays the estimated sums of
coefficients and their significance levels for both the Roberts NKPC and triangle
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specifications for equations in which the dependent variable is the quarterly change in the
headline PCE deflator. In both specifications the sum of coefficients on the lagged
inflation terms is very close to unity, as in previous research.28 The sum of the
unemployment gap variables in the triangle approach is around � 0.6, which is
consistent with a stylized fact first noticed by Samuelson and Solow (1960) that the slope
of the short-run Phillips curve is roughly minus one-half. Why is the Roberts NKPC
unemployment coefficient lower than in the triangle specification? The excluded supply
shock variables are positively correlated with inflation and positively correlated with the
unemployment gap, so the omission of these supply shock variables causes the negative
coefficient on the unemployment gap to be biased towards zero. We note that the sum of
squared residuals (SSR) for the triangle model is barely one-quarter that of the Roberts
NKPC specification.

The explicit supply shock variables in the triangle model are all highly significant and
have the correct signs; except for the productivity trend variable, all of these enter exactly
as specified in 1982 and thus their significance has not been diminished by an extra 25
years of data. The change in the relative import price effect has a highly significant
coefficient of 0.06.29 The food–energy effect has a coefficient of 0.89, close to the expected
value of 1.0. The productivity trend variable has the expected negative coefficient and
helps to explain why inflation accelerated in 1965–80 and was so well behaved in 1995–
2000. The Nixon-era control coefficients, as in previous research, indicate a significant
impact of the controls in holding down inflation by a cumulative � 1.6% in 1971–72 and
boosting inflation by 1.8% in 1974–75.

Rather than relying on the usual statistical measures of goodness of fit, a dynamic
model heavily dependent on the contribution of the lagged dependent variable is best
tested by the technique of dynamic simulations. These generate the predictions of the
equation with the lagged dependent variable generated endogenously rather than taking
the actual values of lagged inflation. To run such simulations, the sample period is
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truncated ten years before the end of the data interval, and the estimated coefficients
through 1997(IV) are used to simulate the performance of the equation for 1998–2007,
generating the lagged dependent variables endogenously. Since the simulation has no
information on the actual value of the inflation rate, there is nothing to keep the simulated
inflation rate from drifting away from the actual rate. These simulations have been criticized
because they use the actual values of the explanatory variables other than lagged inflation,
but this is an exercise not in forecasting but rather in determining whether a particular set of
variables and lags adds to the explanatory power of the equation.

The bottom section of Table 1 displays results of a dynamic simulation for 1998(I) to
2007(IV) based on a sample period that ends in 1997(IV). Two statistics on simulation
errors are provided: the mean error (ME) and the root mean-squared error (RMSE). The
simulated values of inflation in the triangle model are close to the actual values, with a
mean error over 40 quarters of only 0.29, meaning that over the forty quarters the actual
inflation rate on average is 0.29 percentage points higher than the predicted value.
However, the mean error for the Roberts NKPC model is a huge � 2.75, and as
displayed in Figure 7, this error reflects that model’s wild overprediction that the
inflation rate should have reached nearly 8% by late 2007. The RMSE of the triangle
simulation is a bit above the standard error of estimate (SEE) for the 1962–1997 sample
period, whereas for the Roberts NKPC model the RMSE is almost three times as large.

The Roberts NKPC and triangle results agree on only one aspect of the inflation
process, that the sum of coefficients on the lagged inflation terms is always very close to
unity. However, the Roberts coefficients on the unemployment rate are much lower than
the triangle coefficients on the unemployment gap. This is an artifact of the exclusion
restrictions in the Roberts approach which are statistically rejected in the triangle approach.

The triangle model outperforms the Roberts NKPC model by several orders of
magnitude, as displayed in Table 1 and Figure 7. This raises a question central to future
research on the US Phillips curve: what are the crucial differences that contribute to the
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superior performance of the triangle model? The three key differences are the inclusion in
the triangle model of longer lags on both inflation and the unemployment gap, the
inclusion of explicit supply shock variables, and the allowance for a time-varying (TV)
NAIRU in place of the Roberts NKPC assumption of a fixed NAIRU. In the Appendix
we quantify the role of these differences, taking advantage of the fact that the Roberts
NKPC model is fully nested in a version of the triangle model that assumes a constant
NAIRU. Each exclusion restriction in the Roberts model can be tested by standard
statistical exclusion criteria, and every one of the Roberts NKPC exclusion criteria is
rejected at high levels of statistical significance.30

Has the PC slope become flatter?

The NKPC research of Roberts and others has concluded that the Phillips curve has
become flatter over the past several decades. Yet we have seen that every aspect of the
Roberts NKPC specification is rejected at high levels of statistical significance.

Has the Phillips curve flattened? The Roberts NKPC specification says ‘yes’ and the
triangle specification says ‘no’. Figure 8 evaluates changes in coefficients by Roberts’ own
preferred method (2006, Figure 2, p. 202): rolling regressions that shift the sample period
of the regression through time in order to reveal changes in coefficients. The number of
quarters in our basic results in Table 1 is 184 (1962(I) to 2007(IV)), and we cut this
roughly in half to 90 quarters and run rolling 90-quarter regressions which alternatively
start in each quarter from 1962(I) to 1985(III).

As shown in Figure 8, the Roberts NKPC unemployment coefficient rises from
� 0.17 in 1962 to a peak value of � 0.41 in 1974, and then declines back to roughly zero
in 1982–84. This appears to support his basic conclusion that the Phillips curve has

0

−0.2

−0.1
NKPC

−0.3

−0.4

−0.5

−0.6

Triangle

−0.7

−0.8

−0.9

−1
1963 1965 1967 1969 1971 1973 1975 1977 1979 1981 1983 1985

FIGURE 8. NKPC vs triangle unemployment coefficients in 90-quarter rolling regressions from 1962(I) to
1985(III).
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flattened. Yet the triangle model reveals no evidence of a decline in the slope of the
Phillips curve. The Phillips curve based on the triangle model has a roughly stable PC
slope of about � 0.6 to � 0.7 from 1963 to 1977, and then the slope rises towards about
� 0.7 to about � 0.9 in the simulations starting in 1982, then drifts back to � 0.7 in the
final year. As indicated above, the NKPC slope estimate is biased towards zero by
differing amounts in each period, due to the omission of supply shocks.

Has the impact of supply shocks become less important?

Hooker (1996) was among the first to notice that the macroeconomic impact of oil
shocks became smaller at some point between the mid-1970s and early 1980s. Since his
work, a substantial literature has arisen to debate the sources of the decline in the impact
of oil prices on real output and/or inflation. The most obvious cause of the decreased
macroeconomic impact of oil originates in the shrinking input of energy in GDP, down
by half since 1969.31 Kilian (2008) provides a set of reasons that go beyond the declining
input share of energy. Part of the answer lies in the role of global demand in causing
much of the recent 2004–08 rise in oil prices; a demand-driven increase in oil prices may
raise rather than reduce real GDP as would occur in the case of a supply disruption.

Blanchard and Galı́ (2007) go more deeply into the sources of the declining
macroeconomic importance of oil beyond its shrinking input share. Their first reason is
that the 1970s oil shocks had a big impact because they were accompanied by other
significant shocks that all had the effect of raising the rate of inflation and reducing
output. These other shocks, embedded in the triangle inflation equation since the
beginning, include adverse food price shocks, the depreciation of the dollar after the
breakdown of Bretton Woods, and the unwinding of the Nixon-era price controls. The
2004–08 rise in oil prices had a smaller impact because it was not accompanied as in the
1970s by these other adverse shocks. There was an increase in the real price of food only
in 2007–08, and the post-2002 decline in the dollar was not sufficient to cause any
sustained increase in the relative price of imports.

Blanchard and Galı́ also consider two additional factors that may have reduced oil’s
impact: a decrease in the extent of real wage rigidity and the increased credibility of
monetary policy. Using survey data on expected inflation, they show a sharply
diminished response of expectations to a given size of oil shock after the mid-1980s,
which they attribute to increased credibility.

Does the triangle model confirm a reduced macroeconomic role for oil shocks? Part of
oil’s impact is disguised in the triangle specification, which enters not the change in the real
price of oil, but rather the ‘food–energy effect’ defined as the difference between headline
and core inflation. Thus the declining share of energy input in GDP would cause a reduced
response of the food–energy effect to any given change in the real price of oil, not a change
in the coefficient on the food–energy effect in the triangle inflation equation itself.

However, it does appear that the coefficient on the food–energy effect has declined, as
suggested by the other literature surveyed in this section. Figure 9 plots the sum of
coefficients on the food–energy effect in rolling regressions computed by the same technique
and for the same time period as for the unemployment coefficient already displayed in
Figure 8. Two lines are shown. The first shows changes in the food–energy sum of
coefficients in the equation for headline inflation, the same as Table 1. In contrast to a
coefficient sum of 0.89 when that sum is held constant over the full 1962–2007 period as in
Table 1, Figure 9 shows that the sum of coefficients is at or above 1.0 in 90-quarter
regressions from 1962 to 1980, and then the sum declines to about 0.6 in the final 90-quarter
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regression estimated for 1985(III) to 2007(IV). The second line shows a similar decline in the
food–energy effect in the core inflation equation, from an average of 0.72 for 90-quarter
regressions from 1962 to 1980 down to only 0.3 for the final 90-quarter regression.32

There is likely to be an interplay between shifts in coefficients and the estimated TV-
NAIRU displayed in Figure 5. For instance, the sudden decline in the TV-NAIRU from
5.0% to 4.5% in 2006–07 may be an artifact of the assumed fixity of the food–energy
coefficient. If the sum of coefficients on the food–energy effect in 2006–07 were allowed
to be smaller, there would be less of a puzzle as to why inflation was so low during that
period and hence no reason for the estimation to ‘force’ a decline in the NAIRU. In
current research I am looking more closely at changes over time in all the sets of
coefficients in the specification of Table 1 and their implication for post-sample
simulation performance and the time series behaviour of the TV-NAIRU.

V. CONCLUSION

This paper makes several unique contributions. It contrasts the consensus history of the
PC before 1975 with the bifurcated split in PC research since 1975. The evolution of PC
doctrine before 1975 is widely accepted and no longer elicits much debate. The discovery
by Phillips and his disciples Samuelson and Solow of an inverse relationship between
inflation and unemployment briefly suggested an exploitable policy trade-off that was
destroyed by the Friedman–Phelps natural rate hypothesis of the late 1960s. Exploitable
trade-offs were out, and long-run neutrality was in (it had never disappeared in many
environments, including Latin America and the University of Chicago). The econometric
models developed in the 1960s to support the policy trade-off were rejected both
empirically and logically by Sargent’s trenchant identification argument.

Debates in the early 1970s centred on the models in which Friedman and Phelps had
embedded the natural rate hypothesis, and particularly the assumption of arbitrary
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FIGURE 9. Sum of coefficients on food–energy effect in headline and core triangle inflation equations, 90-
quarter rolling regressions from 1962(I) to 1985(III).
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barriers that prevented individual workers or agents in general from learning the values
of macro dataFoutput, money and pricesFprovided costlessly by the government.
There was also controversy about the implications of the further development of the
Friedman–Phelps paradigm by Lucas, who introduced rational expectations into
macroeconomics. The Lucas model implied the policy ineffectiveness proposition, which
held that anticipated changes in money had no effect on output and were entirely
reflected in price changes. Empirical work rejected this framework, showing that
monetary surprises had little effect on output, were incapable of explaining the serial
correlation of output, and were inconsistent with the persistence of inflation.

After 1975 the PC literature bifurcated into two lines of research, which since then
have communicated little with each other. Along the ‘left fork in the road’, the PC was
revived by importing micro demand and supply analysis into macroeconomics. There
was no assumption that unemployment and inflation are negatively correlated. Demand
shocks create an initial and temporary negative correlation, and supply shocks create an
initial positive correlation that then evolves according to the policy response. As early as
1975, the theoretical literature on policy responses to supply shocks was developed and
showed that adverse supply shocks force policy-makers to choose between higher
inflation, lower output, or a combination. By the early 1980s an econometric
specification of this AD–AS framework was available that joined demand and supply
shocks with long-run neutrality and a strong role for persistence and inertia.

An important difference between the mainstream approach and other post-1975
developments is that the role of past inflation is not limited to the formation of
expectations, but also includes pure persistence due to fixed-duration wage and price
contracts, and lags between changes in intermediate goods and final product prices.
Inflation is dislodged from its past inertial values by demand shocks proxied by the
unemployment or output gap, and explicit supply shock variables including changes in
the relative prices of food, energy and imports, and the role of changes in trend growth of
productivity. The econometric implementation of this approach is sometimes called the
‘triangle’ model, reflecting its three-cornered dependence on demand, supply and inertia.

After 1975, the ‘right fork in the road’ built models in which expectations are not
anchored in backward-looking behaviour but can jump in response to current and
anticipated changes in policy. Important elements of this literature include policy
credibility, models of the game played by policy-makers and private agents forming
expectations, and the new Keynesian Phillips curve (NKPC), which derives a forward-
looking PC from alternative theories of price stickiness. The common feature of these
theories is the absence of inertia, the exclusion of any explicit supply shock variables, the
ability of expected inflation to jump in response to new information, and alternative
barriers to accurate expectation formation due to such frictions as ‘rational inattention’.

Which post-1975 approach is right? Models in which expectations can jump in
response to policy are essential to understanding Sargent’s (1982) ends of four big
inflations and other relatively rapid inflations in nations with a history of monetary
instability, e.g. Argentina. But the mainstream/triangle approach is the right econometric
framework in which to understand the evolution of postwar US inflation. The paper tests
the triangle econometric specification alongside one recently published version of the
NKPC approach. The latter can be shown to be nested in the former model and to differ
by excluding particular variables and lags, and these differences are all rejected by tests of
exclusion restrictions. The triangle model outperforms the NKPC variant by orders of
magnitude, not only in standard goodness-of-fit statistics, but also in post-sample
dynamic simulations. The triangle estimates show that the slope of the Phillips curve has
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not become appreciably flatter in the past two decades, a conclusion reached in the
NKPC framework due to the specification error of omitting explicit supply shock
variables. The triangle estimates do, however, confirm other work indicating that the
impact of oil shocks on inflation has diminished.

Thus there are three main interrelated themes in this paper that have not previously
received sufficient attention. First, two quite legitimate responses, the left and right forks,
occurred after 1975 to the chaotic state of the PC literature at that time. Second, each
response is important and helps us to understand how inflation behaves, albeit in
different environments. Third, the two approaches need to pay more attention to each
other and to engage in a dialogue about which models apply to which episodes, and what
factors would motivate a shift in relevance between the alternative models. This paper
represents a start towards that reconciliation.

APPENDIX: THE ‘TRANSLATION MATRIX’ BETWEEN THE ROBERTS NKPC
AND TRIANGLE SPECIFICATIONS

Which differences matter in explaining the poor performance of the Roberts NKPC specification in
Table 1 and Figure 7? In this appendix we start with the Roberts NKPC specification and gradually
change, step by step, to the triangle specification, allowing the NAIRU alternatively to be constant
and to vary over time. In everything that follows, the sample period is 1962(I) to 2007(IV).

Table A1 provides the ‘translation matrix’ that guides us between the Roberts NKPC
specification and the triangle specification. There are 24 rows that allow us to trace the role of each
specification difference, and the individual rows of alternative specification are evaluated based not
just on the SSR measure of goodness of fit, but also on the post-sample simulation performance in
1998–2007 based on coefficient estimates for 1962–97.

We have already seen in Table 1 that the performance of the Roberts NKPC specification for the
PCE deflator is inferior to that of the triangle specification by both the criterion of goodness of fit
(SSR) and also the less conventional criterion of dynamic simulation performance (ME and RMSE).
In Table A1 the basic Roberts variant is in row 1 and the basic triangle variant is in row 21. Roberts’
row 1 and the triangle row 21 have SSRs of 244.0 and 64.6, exactly the same as in Table 1.

Table A1 allows the three main differences between the Roberts NKPC and triangle
specifications to be evaluated, step by step. Is the crucial difference the longer lags, the supply
shocks, the TV-NAIRU, or an interaction of these differences?

In the 24 rows of Table A1, the first 12 rows exclude supply shock variables, and rows 13–24
include the supply shock variables. Scanning down the column for ‘SSR’, we find that the variants in
rows 13–24 including supply shocks all have SSRs below 100, while most of the SSRs that exclude
supply shocks have values above 200. Thus our first conclusion is that the exclusion of explicit supply
shocks in the Roberts NKPC research is the central reason for its empirical failure either to explain
postwar inflation or to track the evolution of inflation in post-sample 1998–2007 simulations. This
finding applies to all previous NKPC research, all of which excludes explicit SS variables.

What difference is made by long lags and by the TV-NAIRU? When supply shocks are omitted as
in rows 1–12 of Table A1, there is little difference among the alternative variants, which yield SSRs
ranging from 183.8 to 244.0. Simulation mean errors (MEs) range from � 2.04 to � 2.75 when the
NAIRU is fixed. Much lower MEs are obtained when the NAIRU is allowed to vary over time.

The results that include supply shocks are displayed in rows 13–24 of Table A1. When supply
shocks are included but lag lengths are short, as in rows 13–14, 17–19 and 22, the post-sample
simulation errors are very large. When supply shocks are included, the best results are in rows 15–
16 with a fixed NAIRU and in rows 20–21 with a TV-NAIRU. Long lags on the dependent variable
(inflation) matter in the specification of a PC including supply shocks.

The right-hand section of Table A1 contains a large number of significance tests on the
exclusion of variables that are omitted in the Roberts NKPC specification and included in the
triangle specification. Starting in row 3, even without supply shock variables, the significance value
of excluding lags 9–24 on the lagged dependent variable is 0.01, and on lags 1–4 of the
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unemployment gap is 0.03. Throughout rows 1–12 of Table A1, we learn that excluding short lags
(e.g. excluding lags 5–8 from equations containing inflation lags 1–4) is insignificant, whereas
excluding lags 9–24 yields highly significant exclusion tests.

Rows 13–24, which all include the full set of supply shock variables, differ only in the length of
lags included on the lagged dependent (inflation) variable and on lagged unemployment, and also
in whether the NAIRU is forced to be fixed or is allowed to vary over time. We can interpret the
bottom half of Table A1 by looking at blocks of four rows.

The first group of four rows, 13–16, share in common the inclusion of supply shocks, the
assumption of a fixed NAIRU, and alternative lags on the dependent variable. The mean error in
the dynamic simulations falls by 80% when lags up to 24 are included, and the exclusion of lags 9–
24 is rejected at a 0.00 significance value. The same result occurs in rows 22–25 when with a time-
varying NAIRU the significance of long lags on the dependent variable is strongly supported at a
significance level of 0.00.
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NOTES

1. The article was unearthed by Jacob Mincer, and as co-Editor of the Journal of Political Economy during
1971–73, I was responsible for the decision to reprint it and give it the dramatic title shown in the
reference list of this paper.

2. An amusing commentary on the research technology of the 1920s is Fisher’s comment that: ‘During the
last three years in particular I have had at least one computer in my office almost constantly at work on
this problem’ (1926, p. 786).

3. In Figure 1 the inflation rate is the four-quarter change in the deflator for personal consumption
expenditures.

4. Spectators at the time called the American Economic Review debate the ‘battle of the radio stations’,
after the AM–FM initials of the protagonists, Ando and Modigliani vs Friedman and Meiselman.

5. Lucas (1973, equation (3), p. 327) created a serially correlated business cycle by introducing a lagged
value of cyclical output into the equation explaining cyclical output by the price surprise. This lagged
term is gratuitous and neither called for by the theory nor consistent with it.

6. Eckstein and Brinner (1972) produced the first paper to emerge with a specification in which the a
coefficient was unity. Gordon (1972) concurred, based on a different parameterization of a time-varying
coefficient, and provided comparisons of his approach with those of Eckstein–Brinner and Perry (1970).

7. See also Pakko (2000) for a study of differences in the shape of frequency distributions of inflation and
output over the pre- and post-1929 period.

8. While the Gordon and Phelps papers were the first to develop the theory of policy responses to supply
shocks, Pierce and Enzler (1974) had previously run simulations with a large-scale econometric model
that showed large macroeconomic impacts of commodity price shocks, with a trade-off between the
output and inflation effects as the policy response varied.

9. Blinder (1981) subsequently extended the theoretical analysis to allow for rational expectations in the
formation of wages and for a distinction between anticipated and unanticipated shocks. The topic was
more recently revisited by Ball and Mankiw (1995).

10. The 1978 rival textbooks were by Dornbusch and Fischer and by myself. The dynamic version of the
demand–supply model in the form of a first-order difference equation was confined to intermediate level
textbooks, with many imitators published soon after. Elementary macro principles textbooks limited
themselves to the display of static aggregate demand and supply curves, starting with Baumol and
Blinder in 1979.

11. The ‘triangle’ nomenclature has been picked up by a several authors, including Rudd and Whelan
(2005b) and Fitzenberger et al. (2009).

12. The theoretical NKE research literature is surveyed and placed in the perspective of historical puzzles of
price and wage behaviour in Gordon (1990).
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13. The study of wage and price control effects began with Gordon (1972). Nixon-era control dummies were
included in all the econometric tests of the Gordon mainstream model, beginning with Gordon (1977b).
The current version of the triangle model (see Table 1) estimates that the imposition of controls
reduced the price level by a cumulative 1.6%, and the removal of the controls raised the price level by
1.8%. Using CPI rather than PCE data, and with a slightly different method, Blinder and Newton
(1981, Table 2, Model 1) estimated that the controls held down the price level by a cumulative 3.1%
through early 1974, followed by a 3.2% bounce-back in 1974–75.

14. The concept of the sacrifice ratio was developed by Okun (1978), and his preferred estimate of the
sacrifice ratio was 10 (p. 348).

15. In a paper written in early 1981, Gordon (1982b, Table 10) integrated an endogenous flexible exchange
rate into the effects of a hypothetical Volcker disinflation and simulated a sacrifice ratio of 4.8, a
relatively low number that resulted in part from a 33% exchange rate appreciation.

16. The pre-1994 estimate of the NAIRU incorporated changes in the difference between the official
unemployment rate and the demographically-adjusted unemployment rate, originally introduced by
Perry (1970). The Perry-weighted NAIRU was assumed to be fixed.

17. Blanchard (2008, p. 8) uses the ‘workhorse’ label for a small three-equation macro model of which the
NKPC is one equation, even though he calls the NKPC equation ‘patently false’ (p. 9). We return in
Section IV to quantify the extent to which the NKPC is ‘patently false’ and leave to the reader the puzzle
as to how this model could have become a ‘workhorse’.

18. The insight that feedback between wage and price equations is transmitted through labour’s share dates
back to Franz and Gordon (1993).

19. They use the same list of instruments as in Galı́ and Gertler (1999), with two lags instead of four lags
on each.

20. Labour’s share in Figure 4 is defined as employee compensation divided by domestic net factor income
(www.bea.gov, NIPA Table 1.10: GDP minus consumption of fixed capital minus taxes on production
and imports less subsidies).

21. See Del Boca et al. (2008) for a wide-ranging econometric assessment of the inflation rate of the Italian
lira from 1861 to 1998. They conclude that Italy has had a ‘conventional inflation–output trade-off only
during times of low inflation and stable aggregate supply’.

22. All four price control dummy variables, as well as the NRA dummy, are entered in the form of ‘on
effects’ summing to 1.0 followed by ‘off effects’ summing to � 1.0, implying no permanent impact of
the controls. The coefficients on these dummy variables measure the cumulative impact of the controls
in displacing the price level prior to the reverse snap-back effect.

23. This triangle or three-term PC equation, with each term including lags and a lag operator, was
introduced in Gordon and King (1982, equation 13). The notation has been used by many authors in the
mainstream ‘left-fork’ tradition, most recently by Blinder and Rudd (2008, unnumbered equation, p. 73)

24. This method of estimating the TV-NAIRU was introduced in simultaneous papers by Gordon (1997)
and Staiger et al. (1997).

25. The relative import price variable is defined as the rate of change of the non-food non-oil import
deflator minus the rate of change of the core PCE deflator. The relative food–energy variable is defined
as the difference between the rates of change of the overall PCE deflator and the core PCE deflator. The
Nixon-era control variables and the lag lengths (shown explicitly in Table 1) remain the same as
originally specified in Gordon (1982b). The productivity variable is the eight-quarter change in a
Hodrick–Prescott filtered trend of the change in non-farm private business output per hour (using 6400
as the Hodrick–Prescott smoothness parameter).

26. In subsequent work, Staiger et al. (2001) and Stock and Watson (2007) abandoned the attempt to
estimate the TV-NAIRU as a byproduct of the inflation equation, and Blinder and Rudd (2008)
follow their lead. Now they estimate the NAIRU as a trend on the actual unemployment rate, taking
no account of the role of supply shocks in making this trend unusually high in 1974–75 and 1981–82,
or unusually low in 1997–2000. As a result, their version of the unemployment gap (U � UN)
greatly understates the size of that gap and its influence on inflation during the key supply shock
episodes.

27. Basistha and Nelson (2007) are among those authors who exclude explicit supply shock variables from
their equations and derive estimates of the TV-NAIRU that are extremely high, e.g. 8% in 1975 and
10% in 1981 (2007, Figure 6, p. 509).

28. The inclusion of lags 13–24 (years four to six) in an exclusion test is strongly significant at the 0.00
confidence level. As stated in the notes to Table 1, we conserve on degrees of freedom by including six
successive four-quarter moving averages of the lagged dependent variable at lags 1, 5, 9, 13, 17 and 21,
rather than including all 24 lags separately.

29. This can be compared to an import share in nominal GDP of 10% at the midpoint of the sample period
in 1985.

30. Dew-Becker (2006) has previously traced the statistical significance of stripped-down Phillips curves and
reached conclusions that are similar to those arrayed in Appendix Table A1.

31. Blinder and Rudd (2008, Figure 19) plot a ratio of British Thermal Units (BTUs) to real GDP that
declines from 18 in 1969 to 8.7 in 2007.
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32. The core inflation equation is specified exactly as the headline equation in Table 1, with the exception of
the food–energy effect. To allow for longer lags in the impact of energy on core inflation, the food–
energy effect is measured as the four-quarter moving average of the difference between headline and
core inflation, and is entered at lags 1, 5 and 9.
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The Evolution of the Phillips Curve: A Modern Time
Series Viewpoint
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Phillips’ (1958) original curve involves a nonlinear relationship between inflation and unemployment. We

consider how his original results change due to updated theoretic and empirical studies, increased

computer power, enlarged datasets, increases in data frequency and developed time series econometric

models. In the linear models, there was weak causation from unemployment to inflation. Rather than

using any of the many nonlinear models that are now available, we adopt a time-varying parameter linear

model as their convenient proxy, which empirically supports Phillips’ use of nonlinear model form and

causation, but the strength of this result is much weaker in recent periods.

I. THE BEGINNINGS

In his original paper (1958), Bill Phillips used British data to consider the relationship
between wage inflation and unemployment, and in the following half century his findings
have been extended and re-examined by many authors and in many ways. Our intention
is to consider how his original results have changed due to the results of new empirical
studies, as computer power has increased, as the dataset has enlarged and increased in
frequency, and as econometric models and tastes have developed. We have attempted to
follow the route that Phillips might well have taken, although it is very difficult to
appreciate his tastes and preferences as to model specification. We have taken a fairly
‘mainline’ route using time series models and have attempted to avoid controversy
although we realize that this is virtually impossible. We have ignored the macro-theory
based developments, including the rational expectations sidetrack, as we would prefer to
rely just on the message that is available in the data when they are viewed carefully.

Over the full fifty years we have focused our attention on the two main variables:
inflation, here denoted by It, and unemployment, denoted by Ut. Originally It consisted
of wage inflation, but later it moved to price inflation as the economy evolved and trade
unions declined in importance. Inflation and unemployment are probably widely
considered to be the two most important economic variables by the majority of the
workforce of a country, and consequently considerable attention is paid to them by the
state government and by the Central Bank. Only interest rates and some financial
variables are moving towards a similar level and width of interest. Some other major
economic variables, such as production and trade balance, are certainly important but
are mainly of concern only to economists.

The original Phillips’ paper (1958) initially discusses the joint, contemporaneous
relationship between I and U, and the paper’s title also suggests a joint relationship. It is
not until the end of the second page of the paper that it is suggested that the flow of the
impact is from U to I. The final paragraph of the first section clearly states that the
purpose of the study ‘is to see whether statistical evidence supports the hypothesis that
the rate of change of money wage rates in the UK can be explained by the level of
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employment and the rate of change of employment’. Thus the relationship to be studied
is that of employment explaining inflation.

As was usual at that time, when most macroeconomic data were available only
annually, no lags were used in the basic formulation, but only contemporaneous terms
were used; however, in other early studies by Phillips, lagged terms were used. Apart
from import prices, no other economic variables were mentioned as possible explanatory
variables. To be precise, Phillips (1958) writes on page 283 (our emphasis):

The purpose of the present study is to see whether statistical evidence supports the hypothesis
that the rate of change of money wage rates in the UK can be explained by the level of
unemployment and the rate of change of unemployment except in, or immediately after, those
years in which there was a very rapid rise in import prices.

In virtually all later studies the last part of this statement seems to have been ignored!
We have also not investigated the relevance of import prices.

Phillips used British data, which could be hoped to be of fairly high quality, and his
series contained almost one hundred terms, which at that time was exceptionally long for
a macro series. However, the time period used, 1861–1957, was tempestuous, containing
at least three major wars as well as several large business cycle swings. On the other hand,
this high activity level does allow a model to show its ability to be relevant in a wide
variety of circumstances.

Phillips also faced a clear shortage of computing power. We understand that the
London School of Economics did not have an electronic computer in 1957 when the
work was started, and believe that all the calculations would have been carried out on
electric calculators.1

Phillips’ paper (1958) is a very nice piece of empirical work, particularly given the
computing shortcomings of those times. He obtained a simple curve relating the two
variables of interest and found that this curve forecasts fairly well into future decades.
The specification was a mixture of the sophisticated, with nonlinear explanatory terms
being considered, but also with rather simple statements about the quality of the model.
No t-values or R-squared statistics are provided, probably because of the computing
limitations. The equations include no lag variables, and evaluation was undertaken by
forming the model on an early part of the data and comparing the curve so obtained by
superimposing it onto later segments of data. The fit was often seen to be surprisingly
good by eye, but no numerical comparison measure was used.

Just two years later, Lipsey (1960) produced a follow-up paper on the same topic and
with similar data but using more modern-looking specifications. Lipsey adopted a
simpler and more convenient form of nonlinearity that proved to be equally as successful
as that used by Phillips, and R-squared values were now given. However, neither Phillips
nor Lipsey provided Durbin–Watson statistics, even though during this period Jim
Durbin was their colleague at the LSE. This probably reflects the lack of interest in
dynamics used in the specification of econometric models in this era.

During the late 1950s economic models generally were inclined not to use lagged
variables in their specifications, so the lack of their use by Phillips is not surprising even
though he was writing about continuous time error-correction models in his papers on
control theory in the same period. We feel that Phillips would have probably been
building ‘feedback’ discrete time models once sufficient computer power became
available and as data became more plentiful. This belief is supported by the specification
used in Phillips (1959), as discussed below.
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II. CONSIDERATION OF THE WORK BY PHILLIPS AND LIPSEY FROM A MORE MODERN

VIEWPOINT

The various models considered by Phillips and Lipsey can be summarized in the form

½M� It ¼ aþ b1F1½Ut� þ b2F2½Ut�1� þ b3F3½Ut�2� þ k0F4½Zt� þ et;

where It is the rate of change of wage rates, Ut is percentage unemployment, and Zt are
some extra explanatory series. Usually k0 ¼ 0. Here the F[ � ] are various functions,
possibly linear, and the bi are coefficients. It should be noted that this equation is both
dynamic and nonlinear, and if its specification is correct and b2 or b3 is non-zero, it also
suggests, but does not prove, Granger-causality (later here called just causality, as in
Granger 1988) from unemployment to changes in wage rates.

Phillips’ model A

In Phillips’ original paper (1958) the curve he considered had a single explanatory term
Ut

c with no lag so that effectively b2 and b3 were taken to be zero. Initially using annual
data for the period 1861–1913, he obtained estimates b1 ¼ 100.984 ¼ 9.638 and a ¼ � 0.9.
The estimated value of c was � 1.394, and Table 1 provides detailed summary statistics.2

The curve fitted for this 1861–1913 period was compared diagrammatically with data
from other decades and visually was found to fit adequately well. This included the latest
period, 1948–57, but it was shown diagrammatically that if unemployment had been
lagged by seven months, then the fit would have been excellent.

It should be noted that model A is not strictly balanced as the variable c can take
negative as well as positive values, whereas Ut

c is a ‘limited variable’ as Ut is necessarily
positive. As the constant a is found to be negative and b1 is positive, the right-hand side
of the equation can give a negative estimate for c but cannot go below a.

Phillips’ model B

In his Melbourne (or Australian) paper,3 Phillips (1959) used just U to powers 2 and 3,
both with lag 3, and the Zt consisted of the rate of change of export prices (X) with lags 1
and 2, and the rate of change of import prices (IM) with lag 3. The regression found was

It ¼ 1:46=U2
t�3 þ 0:415=U3

t�3 þ 0:15½½Xt�1 þ Xt�2�=2� þ 0:134IMt�3 þ 2:11:

This equation is balanced as the two terms involving X and IM can be negative.

Phillips’ model C

On the final page of the 1959 article, Phillips provides a model of the form

It ¼ 0:57It�1 þ 0:93=ðUt�2 � 0:26Þ þ 2:44e0:02Xt�1 þ 0:022IMt�1 þ 0:295;

where X and IM are respectively the rates of change of export and import prices. He
reports that this model fits well, the best of all the models considered, but still not well
enough according to his tastes. Although a very small sample is used, annual data over
just twelve years, a complicated model is fitted with two explanatory variables as well as
lagged U. This model is also balanced. Values of R-squared are not provided for either
equation. It should be noted that Phillips spends a great deal of time and effort in his
papers discussing data sources and problems.
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Phillips’ papers 1954–1959

In the period 1954–1959, Phillips published five papers (1954, 1956, 1957, 1958, 1959);
these are republished in Leeson (2000). Only the 1958 paper was empirical in nature; the
‘Australian’ paper was empirical but not published until much later. The other papers
involved economics and control theory and did mention error-correction models. A
useful, brief discussion of the control papers has been provided by Pagan (2000).

The Lipsey models

In his well-known comment on Phillips’ earlier work, Lipsey (1960) considered a model
of form [M] but with just the first two powers c, one and two. He found that this model
provided a very good approximation to Phillips’ 1958 model. As the Lipsey model is
easier to use, especially in a regression framework, it is clearly preferable.

Two simple forms of the achieved Lipsey model are

½L1� It ¼ �1:42þ 7:06U�1t þ 2:31U�2t ; R2 ¼ 0:64;

and

½L2� It ¼ �1:52þ 7:60U�1t þ 1:61U�2t � 0:023 _Ut; R2 ¼ 0:78;

where _Ut is the rate of change of unemployment. These models use data for the period
1862–1913, with the Bowley data being used for the years 1881–85. Model L1 is not
balanced, but model L2 is balanced as it contains a variable that is not limited at zero.

As a final experiment, Lipsey includes _Pt, the rate of change of the cost of living
index, in the equation and obtains

½L3� It ¼ �1:21þ 6:45U�1t þ 2:26U�2t � 0:019 _Ut þ 0:21 _Pt; R2 ¼ 0:85:

This equation is balanced.
A difficulty with using these ‘dot variables’ from a modern viewpoint is that they are

defined as, for example, _Ut ¼ ðUtþ1 �Ut�1Þ=2Ut, so that the past and future get mixed
up. Lipsey states that he did try a form like _Pt ¼ ðPt � Pt�1Þ= ðPt þ Pt�1Þ=2ð Þ and found
that ‘the results were broadly similar but the correlations slightly lower’.

For the years 1923–39 and 1948–57, Lipsey fitted the model

½L4� It ¼ 0:74þ 0:43U�1t þ 11:18U�4t þ 0:038 _Ut þ 0:69 _Pt; R2 ¼ 0:91:

It is not surprising to find that this last term has the greatest explanatory power. It
should be noted that a quite different specification is used and the parameter values have
changed. This can be interpreted as suggesting the necessity of using a time-varying
parameter form of model.

The models often contain functions of variables. Although in very general terms the
positive function of a linear non-stationary series will have essentially the same major
properties as such a series, it is probably best to apply a test. At the end of his paper, on
page 31, Lipsey (1960) mentions the direction of causation between price changes and
wage changes, stating: ‘The analysis so far conducted is not inconsistent with the
hypothesis that there is a strong feed-back from price changes to wages. We should test!’
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Evaluation

The attitude towards the evaluation of models has evolved over the years. At the time of
the appearance of the Phillips’ models, the emphasis was on how well the model fitted the
data, but more recently the emphasis has been on how well the model performs in its
planned task, such as forecasting or controlling variables of interest. Phillips’ original
nonlinear curve was estimated using some early data and evaluated by showing
diagrammatically that the same curve fitted remarkably well to later periods, although no
numerically formed measures were employed.

We superimposed the same curve for later decades using the same coefficients;
visually, they were not found to fit well. If the coefficients of the curve are re-estimated
using more recent data, the curve fits later data fairly well. In the present study we
consider the purpose of the model to provide forecasts, and thus evaluations will be made
in terms of the relative forecasting abilities of alternative models.

III. TAKING A MORE RECENT TIME SERIES VIEWPOINT

Current time series analysis will usually start by asking if each individual series is stationary,
denoted I(0), or linear ‘non-stationary’, denoted I(1), where the change of an I(1) series is I(0).
It is important to determine the appropriate labels for a pair of series to ensure that an
equation in a model is ‘balanced’, so that the variables on both sides of the equation have the
same major properties. The designation is also important when one is trying to avoid spurious
regressions, which can occur with a pair of I(1) series. Several tests for I(0) exist. However, as
these tests may not produce correct results, we prefer to build models using both the levels and
the differences of all the series that are involved. This will produce several alternative models
that can then be compared and evaluated. The models that are considered are as follows.

� The standard autoregressive model with a preselected number of lagged terms.
� A standard bivariate autoregressive model, with the variables to be explained being

inflation and unemployment. If cointegrated variables are involved, an error-
correction model is used. However, no cases of cointegration were discovered.

� Models could be of the standard ‘linear’ form with constant coefficients or of the ‘time-
varying parameter’ (TVP) form. As discussed below, TVP models are equivalent to
nonlinear models, including those of Terasvirta (2006).

� TVP and nonlinear models. The various Phillips’ models discussed above are all
nonlinear, so it should be expected that the present relevant models would also be
nonlinear but the relevant type of nonlinearity could also be expected to change with
time. It is thus difficult to specify a relevant form of nonlinear model for our
explanatory analysis. Fortunately, recently Halbert White proved that any nonlinear
time series model could be well approximated by a TVP model; a proof is given in
Granger (2007). The TVP can be determined using a standard Kalman-filter program,
which is available on several econometric computer packages.

In recent years there has been a change in strategy towards model building. Originally
a ‘best’ model was determined using several criteria, fitted to the data and then applied to
various practical problems. Currently the alternative strategy being considered is to fit to
the data several alternative high quality models, and then to evaluate them jointly,
particularly by building combined forecasts.

If a test for I(0) is indecisive, then two alternative models should be considered, one
with I(0) variables and the other with I(1) variables. There is no reason to consider just a
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single model for purposes of decision making. We call this ‘thick modelling’ in Granger
and Jeon (2004), and this is proving to be a popular approach.

IV. QUESTIONS OF INTEREST

The questions of interest to Phillips and Lipsey fifty years ago initially can be considered
within the context of a linear bivariate vector autoregressive model or an error-correction
model but possibly with time-varying parameters and extended by the addition of other
explanatory variables. This model is appropriate because of the recent theorem by
Halbert White, as noted above, where it is shown that any nonlinear time series model
can be well approximated by a TVP linear model. Usually the variables of interest,
inflation and unemployment, will be tested as being either I(1) or I(0). If found to be I(1),
then they are considered as linear and TVP autoregressive models and linear and TVP
error-correction models.

The specific questions considered here will include the following.
(a) Is unemployment a useful ‘causal’ variable for inflation? This is investigated in two

stages: the first models inflation in terms of lagged inflation, and in the second stage one then
adds lagged unemployment to the equation. Evaluation is conducted by noting if the extra
information leads to improved forecasts. We use linear autoregressive models, vector
autoregressive models and error-correcting models to study what may be called the
‘causality’ of inflation by unemployment. The main question asks: ‘What is the appropriate
specification of the models linking the variables of interest?’ Using standard tests there is
some rather weak evidence that inflation is I(1) but unemployment is usually I(0).

The causal question is first asked using linear models and then reconsidered using
TVP linear models as a convenient proxy for nonlinear models, using the result that any
nonlinear model can be well approximated by a TVP model.

(b) Phillips’ original curve involved a nonlinear relationship, of course. He built his
model using data from a few early years and then visually compare this curve to data for
later periods, often getting remarkably good fits. We have continued this process by using
this original curve (Phillips’ model A) in much later periods but visually we found a poor
fit on every occasion (see Figure 1).

Initially annual data were used for both the UK and the USA over several long data
spans, starting with Phillips’ data and ending in 2006. The nonlinear relationship that
Phillips (1958) estimated did not consider the time dimension. The causality and
nonlinearity are tested through the time period, as indicated in Figure 2. Later, some of
the results were replicated using monthly data starting after the Second World War.
Annual data for Australia and Turkey are also analysed.

(c) Using the linear models, basically it was found that there was little or very weak
causation from unemployment to inflation. However, there is rather clearer evidence for
causation of inflation to unemployment, using linear models.

(d) As many alternative forecasting models are being considered, evaluation in terms
of the success of combinations of forecasts becomes particularly relevant. A recent useful
discussion is provided by Timmermann (2006).

V. OUTLINE OF RESULTS

In this section we use the abbreviations Ut and It for unemployment and inflation, and
Ut�1 for unemployment lagged one period.
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UK Annual dataFre-analysis of Phillips’ data

The original UK data are annual and go from 1861 to 1957. Data before 1914 were used
to form a model, choosing the ‘best’ in sample among the variables considered. Thus a
‘univariate model’ would consider a few lags of It as explanatory variables, whereas a
‘bivariate’ model considers lags of both It and Ut. If there is causality from
unemployment to inflation, then the second equation should forecast better.

(a) We plotted the original Phillips curve on later data (years 1861–2006) using his
estimated coefficients but obtained visibly poor fits, as shown in Figure 1.

(b) Figure 1 also used the same specification but with re-estimated coefficients and
superimposed on data, again producing a visibly poor fit. It can be concluded that the
specific form of the model proposed by Phillips is no longer as successful as he found on
early British data.

(c) It was next asked if Ut can be seen to cause It within a set of standard linear and
TVP models. The results are summarized in Tables 2 and 3.4 Variables are considered in
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FIGURE 1. Phillips curve fittingFnonlinear relationship using UK annual data. (Phillips: Phillips’ model
specification with his coefficients. Estimation: Phillips curve with his model specification but estimating

coefficients.)
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undifferenced form, where denoted ‘level’, or differenced. It is seen that in all periods the
addition of the unemployment variable does not improve the forecasts, in terms of a
reduced mean squared forecast error (MSFE), except for a very slight change in the last
period considered. Thus there is no evidence of unemployment causing inflation in these
linear models.

(d) Comparing MSFE values between the linear and TVP models, it is seen that the
‘nonlinear proxies’ are always better, as shown in Table 3. Thus Phillips’ use of a
nonlinear form is justified in other periods but not his actual formulation.

(e) Within the group of TVP models there is clear superiority for the bivariate models
using differences in unemployment, so there is evidence for unemployment causing
inflation within this class of models.

(A)

Time series plot—UK annual data (1861–2006)
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Time series plot—US annual data (1891–2003) 
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FIGURE 2. Nonlinear relationship in time series dimension.
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We can conclude from UK data the original Phillips proposition that there is a
nonlinear causal relationship from unemployment to inflation is correct as lagged
unemployment is included in the estimated model. However, for the sub-period ending in
1957 the reverse is found.

There is no point in asking if one model is ‘significantly worse’ than another because this
is not a question that now arises in practice. Rather, what is important is what weight does
the method get in the best combination? Some exploratory results are shown in Table 4,

TABLE 2

MEAN SQUARED FORECASTING ERROR (MSFE)FLINEAR AR(2) MODELS USING THE UK
ANNUAL DATA

Forecasting

series

Out of sample

period

Independent

variables

MSFE under
expanded

window

MSFE under

rolling window

Out of sample

observations

Inflation 1914–2006 Univariate 28.41 27.51 93
Bivariate–

Levels

43.10 46.26

Bivariate–
Difference

68.66 67.92

1914–1957 Univariate 31.60 32.28 44
Bivariate–
Levels

64.36 66.27

Bivariate–
Difference

117.78 118.31

1958–2006 Univariate 25.55 23.22 49
Bivariate–

Levels

24.01 28.28

Bivariate–
Difference

24.56 22.68

Unemployment 1914–2006 Univariate 5.30 5.32 93
Bivariate–
Levels

8.90 14.84

Bivariate–
Difference

3.78 4.35

1914–1957 Univariate 10.10 10.23 44

Bivariate–
Levels

17.83 17.57

Bivariate–
Difference

6.12 6.24

1958–2006 Univariate 1.00 0.92 49
Bivariate–
Levels

0.88 12.38

Bivariate–
Difference

1.68 2.65

Notes
Each forecasting series is first-differenced. The ‘expanded window’ means that the equations are iteratively
estimated. That is, we estimate the equation for 1861–1913 and then forecast for 1914. Then we estimate it on
1861–1914 with forecast for 1915. We proceed like this until estimating 1861–2005 with forecasting for 2006.
The ‘rolling window’ means that we initially estimate the equation with 1861–1913, then with 1862–1914, and
then with 1863–1915. That is, we keep the data length of Phillips’ original estimation periods.
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just for the period 1958–2006. The left column is for inflation forecasts, with the top half
summarizing the MSFE for individual methods and the lower half showing these values for
various combinations. It is seen that the simple equal weighted combination of the TVP and
bivariate model forecasts performs somewhat better than all the alternatives.

(f) Does inflation cause unemployment? To further consider the methodology being
employed here, we also investigated a ‘reverse Phillips curve’ by asking if inflation causes
unemployment. The results are shown in Tables 2 and 3. It is found that in each of the
‘out-of-sample’ periods 1914–2006 and 1914–57, bivariate models are the best but could
be linear or TVP. However, in the more recent period 1958–2006 the univariate models
were best, either TVP or linear. Thus there seems to have been evidence of causality from
inflation to unemployment in the earlier periods but not the recent one, and there is no
evidence for nonlinearity (or TVP) being required. However, using a combination of
TVP and linear does seem to do slightly better. It is worse than for the linear models, but
the combination of all TVP and linear models is superior to all the alternatives. The
combination of all the models is slightly better, which is just the well-known ‘portfolio
effect’ showing up.

Annual US data

Figure 3 exhibits the nonlinear relationship that Phillips discussed, while Table 5
shows the corresponding results for the US annual data over the period 1914–2003.
On the left, concerning inflation, there is little, clear and consistent evidence of causality
from any of linear or TVP models. The TVP models forecast better than the linear in
most cases.

TABLE 3

MSFE UNDER TIME-VARYING MODELS USING THE UK ANNUAL DATA

Forecasting

series

Independent

variable

Forecasting

inflation

Forecasting

unemployment

Out of

sample period

Out of

sample period

1914–

2006

1914–

1957

1958–

2006

1914–

2006

1914–

1957

1958–

2006

TVP Bivariate Level Level 22.7 26.5 19.4 3.6 5.9 1.6

Difference Level 24.1 29.7 19.1 3.7 6.3 1.5

Level Difference 22.4 25.8 19.4 3.7 6 1.7

Difference Difference 23.4 28.3 19.1 3.9 6.1 1.9

Univariate Level 23.3 25.6 21.2 4.5 8.3 1

Difference 23.8 27.6 20.3 4.5 8.5 1

Linear (expand

window)

Bivariate Level Difference 144.5 236.8 61.5 35.6 37.8 33.6

Difference Difference 68.7 117.8 24.6 3.8 6.1 1.7

Univariate Level 35.5 43.9 27.9 24.5 27.2 22.1

Difference 28.4 31.6 25.6 5.3 10.1 1

Number of

observations

93 44 49 93 44 49
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For unemployment, TVP models are usually superior to the linear models, and the
bivariate forms generally have lower MSFE values than the univariate, suggesting that
there is clearer causality from inflation to unemployment in all periods.

Monthly US data (results are not shown)

A few experiments were performed with monthly US data. For two longer periods
(January 1971 to December 2007, and January 1971 to December 1989) and for inflation
the TVP bivariate model was usually the best, suggesting again that there could be a
nonlinear causality of inflation by unemployment in these periods. However, for the later
period January 1990 to December 2007, a univariate (no causal) TVP model was slightly
better than the best causal TVP model, which was better than all alternatives.

Annual Australian data (results are not shown)

Annual data were considered from Australia for the years 1956–2006, to expand the
group of economies considered. The results for forecasting inflation showed that when
using a linear model the bivariate forms did not perform better than the univariate
model, but the TVP models were always superior to the linear models and the bivariate
forms were always the best, suggesting that inflation can be explained from

TABLE 4

MSFE OF FORECASTING COMBINATIONS USING UK ANNUAL DATA

Model

Forecasting

series

Independent

variable

Forecasting

inflation

1958–2006

Forecasting

unemployment

1958–2006

Individual

models

TVP Bivariate Level Level 19.4 1.6

Difference Level 19.1 1.5

Level Difference 19.4 1.7

Difference Difference 19.1 1.9

Univariate Level 21.2 1

Difference 20.3 1

Linear Univariate Level 64.6 29.8

Bivariate Level Difference 68.5 83.1

Forecasting

combination

Combination

equal

weights

TVP–bivariate 18.5 1.5

TVP–

univariate

19.8 0.9

Linear 57.2 50.8

All in

TVP þ linear

22.2 6.7

Combination

regression

weights

TVP–bivariate 25.7 2.8

TVP–

univariate

22.8 1.1

Linear 33.7 4.1

All in

TVP þ linear

30.6 3.9

Number of

observations

49
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unemployment with a nonlinear model. To forecast unemployment, the best model was
linear and involved just past unemployment.

Annual Turkish data (results are not shown)

Our final example uses annual data for the period 1956–2006. Turkey provides an
interesting example as it is a fairly advanced economy with an interesting inflation
history, being around 10% in the 1970s but up in the 40% range from 1970 to 2000, with
occasional peaks up to 80%. However, the inflation rate has declined to 6% or so in
recent times. During this period unemployment rate was mostly around 7–8% but with
the occasional peak around 10%. When trying to forecast inflation, the TVP causal
model appears to be clearly superior. The results suggest that unemployment can be very
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FIGURE 3. Phillips curve fitting using US annual data. (Estimation: Phillips curve with his model
specification but estimating coefficients.)
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well forecast using a univariate TVP model that is just lagged unemployment with no
need for lagged inflation.

Overall summary of results

In all cases it is found that the TVP formulation is superior to the linear, supporting
Phillips’ use of nonlinear model forms but not the particular type used by him and by
Lipsey.

For the TVP models it is usual to find ‘causation from unemployment to inflation’, so
that models that used unemployment generally forecast inflation better than those that
did not. However, the strength of this result declined in the more recent periods.

Concerning the ‘reverse Phillips curve’ there was no evidence found for inflation
causing unemployment in the Australian or Turkish data. But, there was evidence of
inflation causing unemployment in early periods for both the USA and Britain but not in
recent periods. This does not seem to be a very reliable relationship.

VI. CONCLUSIONS

We have discovered many features of the Phillips curve surviving in four economies and
through many changes in the economies. It seems that the basic relationship considered
by Phillips continues in a nonlinear form but with changing coefficients that we have
captured using time varying parameters. The causation is basically one way, from
unemployment to inflation and not in the reverse direction.

It would be natural to consider other explanatory series such as import prices. It
would have been fascinating to know what Bill Phillips would have produced using the
data that is now available, modern computers and more modern techniques.
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NOTES

1. (By Clive W. J. Granger.) I clearly remember those days of painful computing, as I completed my PhD at
Nottingham in that period. On a personal note, I did meet Bill Phillips, but did not know him well. I met
him a couple of times at the LSE and acted as an external examiner for him for a masters exam. We got
on fine, although he seemed a little stern. Unfortunately he assumed that I knew a lot more about control
theory than I actually did, which made our conversation rather difficult.

2. From a comment on page 290 of the paper it seems that Phillips actually fitted model A using least
squares, except that the constant a is chosen by trial and error.

3. Chapter 28 of Leeson (2000).
4. Values are shown for three periods: 1914–57, 1914–2006 and 1958–2006.
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This paper discusses the impact of A. W. H. Phillips’ seminal contributions to stabilization policy on

subsequent developments in that field. We review the policy rules introduced by Phillips and show how

these relate to the optimal rules emerging from linear–quadratic optimization problems. The consequences

of rational expectations for the design of optimal stabilization policy are discussed. These challenges arose

from the role of ‘forward-looking’ variables, through issues such as the ‘Lucas Critique’ and the ‘time

consistency’ of policy. The paper also discusses some of the contemporary aspects of stabilization policy,

thereby highlighting the durability of Phillips’ contributions.

INTRODUCTION

A key objective of macroeconomic policy is to maintain economic stability. Interest in
the topic originated with Tinbergen (1952). Employing a static linear framework, he
proved the now classic proposition stating that under certainty the policy-maker need use
only as many policy instruments as there are independent target variables in order to
achieve any desired values for these target variables.1 Extra policy variables are
redundant, while with insufficient instruments not all objectives can be achieved
simultaneously. In practice, with the economy being inherently dynamic, it is clearly
important to cast the theory of stabilization in a dynamic context, thereby enabling us to
consider the stability of the economy as it evolves over time as well as in response to
unforeseen stochastic disturbances that may occur at any point in time.2

Few would dispute the proposition that Bill Phillips was a pioneer in the development
of dynamic stabilization policy. His contributions were manifest in two seemingly
different, but as it turns out highly interrelated, areas. The first, and more direct,
contribution was contained in a pair of papers published in the Economic Journal in the
1950s (Phillips 1954, 1957). These papers draw on his background as an engineer and are
the first papers to apply feedback control methods to the stabilization of a
macroeconomy. Today that is a burgeoning field, and despite challenges stemming from
the subsequent development of rational expectations, the application of control methods
is now an integral part of the analysis of dynamic economic systems.

Like many fundamental contributions, Phillips’ initial contribution was simple.
Previously, Samuelson (1939) and Hicks (1950) had shown how, if one combines the
multiplier in consumption with the accelerator in investment, one can derive a dynamic
equation determining the evolution of national income (output). The precise nature of
this relationship depends on how the lags generating the dynamics are introduced and
many ways exist to accomplish this. The dynamics can be expressed in discrete time, as
employed by Samuelson and Hicks, or in continuous time, as used by Phillips himself.
Phillips took these simple aggregate models and showed how, if one introduces a
government that instead of remaining passive follows some active policy intervention
rule, then it will be able to influence the dynamic time path of the economy.
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The second contribution relates to the celebrated Phillips curve (1958). While this was
originally proposed as an empirical relationship between (wage) inflation and
unemployment and has spawned generations of empirical research in this area, its
introduction into the macroeconomic system, and precisely how this is done, turns out to
have profound consequences for the efficacy of stabilization policy.

Our objective in this paper is to review and evaluate the impact of Phillips’ seminal work
of half a century ago on subsequent developments in macroeconomic stabilization policy. We
begin by first briefly reviewing the formulation of linear stabilization rules adopted by
Phillips and show how these relate to the optimal stabilization rules that emerge from con-
ventional linear–quadratic optimization problems. These originated in the engineering litera-
ture, but turned out to be most convenient for the formal analysis of optimal stabilization
policy. Most of the early stabilization literature assumed fixed prices, or in any event was
associated with ‘backward-looking’ or ‘sluggish’ variables. However, the development of
rational expectations in the 1960s and 1970s posed a challenge for stabilization policy, and
this is discussed in Section III. This arose from the role of ‘forward-looking’ inflationary ex-
pectations in the Phillips curve, and the effect this had on the design of optimal stabilization
rules, through issues such as the ‘Lucas Critique’ and the ‘time consistency’ of policy.

Section IV briefly comments on a longstanding debate, the merits of fixed policy rules
versus discretionary or optimal policy. Section V discusses some of the more
contemporary aspects of stabilization policy, serving to illustrate the durability of
Phillips’ contributions. The ‘expectations-augmented Phillips curve’ and ‘new-classical
Phillips curves’ of the 1970s are now replaced by the ‘new-Keynesian Phillips curve’. The
method of optimal linear–quadratic stabilization theory of the 1970s is now applied as an
approximation to more general utility functions. In addition, the linear feedback control
rules initially proposed by Phillips have now been introduced into multi-agent dynamic
games, while issues of learning are receiving increasing attention.

I. PHILLIPS’ POLICY RULES

A simple textbook macrodynamic model

The Phillips analysis was based on the dynamic multiplier-accelerator model, previously
developed by Samuelson (1939) and Hicks (1950). There are numerous versions of this
model and we shall introduce the simplest formulation employed by Phillips. He
expressed it using continuous time, which is more convenient for the purpose of
characterizing the implied dynamic behaviour, but essentially the same conclusions can
be reached using discrete time, as did Samuelson and Hicks.3

Aggregate demand of the economy at time t, Z(t), is defined by

ð1Þ ZðtÞ ¼ CðtÞ þ IðtÞ þ GðtÞ;

where C(t) denotes consumption, I(t) denotes investment, and G(t) denotes government
expenditure. Dynamics can be introduced in various ways. Whereas Samuelson and
Hicks did so by introducing lags into consumption and investment behaviour, Phillips
assumed instead gradual product market clearance. This is specified by

ð2Þ _YðtÞ ¼ a ZðtÞ � YðtÞ½ �; a>0

where Y(t) denotes aggregate supply at time t, and the dot denotes time derivative. If
aggregate demand exceeds output, supply is increased at a rate proportional to excess
demand, and vice versa.

68 ECONOMICA [JANUARY

r The London School of Economics and Political Science 2009



To complete the model, behavioural hypotheses must be introduced for consumption
and investment. The simplest of these is to specify that consumption is proportional to
current output,

ð3Þ CðtÞ ¼ cYðtÞ; 0<c<1;

and to assume a constant rate of investment, I(t) ¼ I. If, further, we assume that
government spending is constant as well, then combining these equations we see that
equilibrium output evolves in accordance with the simple equation, specifying the
textbook dynamic multiplier model

ð4Þ _YðtÞ ¼ a ðc� 1ÞYðtÞ þ I þ G½ �:

Phillips’ contribution was to introduce various policy rules for G(t). Much of this was
developed and can be discussed using this simple model. Most of the subsequent
literature, as well as much of Phillips’ own contributions, endogenized investment by
employing some form of the accelerator theory. The effect of this is to increase the order
of the equilibrium dynamics, thereby generating a richer array of time paths for output
and other relevant variables. But for present purposes, the simpler model suffices. With I
and G fixed, and provided that 0oco1, the time path of Y described by (4) is stable and
output will converge monotonically to the stationary equilibrium level

ð5Þ �Y ¼ I þ G

1� c
:

This will be immediately recognized as being the equilibrium level of income in the
simplest static linear macroeconomic model.

Policy rules

Within this framework, Phillips introduced government expenditure as an active policy
variable that is continuously adjusted to meet certain specified objectives. In doing so he
emphasized the lags associated with adjusting the policy instrument itself. These are often
referred to as policy lags, and reflect delays in implementing decisions due to, for
example, the political process and appropriation of the required resources. They are quite
distinct from lags from the underlying economic structure, such as those embodied in the
market disequilibrium relationship (2), which may be appropriately characterized as
being system lags.4

Phillips assumed that the policy actually implemented at any point in time adjusts
only gradually to past policy decisions. Thus, if Gd(t) is the policy choice made at time t,
the actual value of the policy variable at that time, G(t), is adjusted in accordance with5

ð6Þ _GðtÞ ¼ bðGdðtÞ � GðtÞÞ; b>0:

The desired value of the policy variable, Gd(t), is related by some rule to the ultimate
target objective that Phillips took to be the stabilization of national income. He proposed
three such policy rules, which he called (i) proportional policy, (ii) integral policy and (iii)
derivative policy, all of which influenced the dynamics of the economy in different ways,
having both desirable and undesirable effects on its evolution. These terms did not
originate with Phillips. Rather, they were part of the tradition of classical control, where
engineers referred to them as ‘PID feedback rules’. We shall briefly discuss each in turn.
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Proportional policy This was specified by Phillips to be

ð7aÞ GdðtÞ ¼ �gpðY � YnÞ; gp>0;

where Yn is the (desired) target level of output. The parameter gp represents the intensity
of the policy-maker’s desired policy response when output deviates from its target.
According to (7a), if YðtÞ<Yn, then GdðtÞ>0, and if YðtÞ>Yn, then Gd(t)o0. Since the
rule may require Gd(t)o0, Phillips interprets it as ‘net fiscal stimulus’ rather than pure
government spending, which by its nature is non-negative. Thus (7a) asserts that the
desired net fiscal stimulus is proportional, but opposite to, the deviation between current
and desired level of output. Combining equations (4), (6) and (7a), the dynamic evolution
of the economy is described by the following pair of equations:

ð8Þ
_Y
_G

� �
¼ aðc� 1Þ a
�bgp �b

� �
Y
G

� �
þ aI

bgpYn

� �
:

Three observations about this system are worth noting. First, the necessary and suf-
ficient conditions for stability are ðiÞ 1� cþ gp>0; ðiiÞ 1� cþ b=a>0, so that it is clear
that gp,b, which characterize the stabilization policy and implementation, will influence the
dynamics. While (i) and (ii) will certainly be met if 0oco1, it may be possible to stabilize the
system even in the implausible event where c41. Second, the eigenvalues to (8) will be
complex if and only if 4abgp> b� að1� cÞ½ �2, implying that policy lags may induce cycles
into the adjustment. This is presumably undesirable, but hardly surprising, since with policies
taking time to implement, by the time Gd(t) is yielding its desired effect, the conditions leading
to that decision may have changed, causing the system to over-adjust during the transition.6

Third, output in (8) converges to the stationary level

ð9Þ �Y ¼
1þ gpYn

1� cþ gp
6¼ Yn:

That is, in general, the level of output will fail to converge to its desired target level.
This was viewed by Phillips as being an undesirable feature of the proportional policy
rule, but in fact it can be regarded as reflecting an inadequate specification of the rule, as
given in (7a). This formulation ignores the fact that given the behaviour of the private
sector as reflected by C, I, the government must also choose an appropriate target level of
expenditure, Gn, if it wishes to attain Yn in the long run. This appropriate level is
determined by the stationary relationship

Gn ¼ ð1� cÞYn � I :

Once this fact is recognized, it becomes natural to express (7a) in deviation form

ð7a0Þ GdðtÞ � Gn ¼ �gpðY � YnÞ;

in which case the stability conditions remain unchanged, and if satisfied, ensure that
output converges to its target, Yn.

Integral policy As an alternative policy, Phillips proposed that Gd(t) is determined by the
integral (sum) of past deviations in output from its target, rather than only the
current deviation. This is specified by

ð7bÞ GdðtÞ ¼ �gi
Z t

0

½YðsÞ � Yn�ds; gi>0:
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Differentiating with respect to t enables the policy to be written in the equivalent
form

ð7b0Þ _GdðtÞ ¼ �gi½YðtÞ � Yn�:

Expressed in this way, the rule asserts that the policy variable should be increased if
output is above its target, and decreased otherwise. It is the form of policy adjustment
rule specified by Mundell (1962) and others in their analysis of ‘the assignment problem’,
relating the appropriate adjustment of policy instruments to targets.

Combining, equations (4), (6) and (7b0) leads to a system of three dynamic equations
in Y(t), Gd(t) and G(t):

ð10Þ
_Y
_Gd

_G

0
@

1
A ¼

aðc� 1Þ 0 a
�gi 0 0
0 b �b

0
@

1
A

Y
Gd

G

0
@

1
Aþ

aI
giYn

0

0
@

1
A:

This yields several differences from the proportional rule. Assuming 0oco1,

bþ að1� cÞ½ �ð1� cÞ>gi

is necessary and sufficient for (10) to be stable. This indicates a trade-off between the
intensity of the stabilization policy and lags in policy for stability to prevail. If the policy
lags are sufficiently long (b small), overly intensive policy may generate instability.
Indeed, this was one of the concerns originally expressed by Friedman (1948). In the
absence of policy lags (b! 1), the integral policy will always ensure stability, although
it may be associated with cyclical adjustment if the adjustment is too intensive
(4g4a(1� c)2). In any event, if stable, Y will converge to Yn, thereby avoiding one of the
undesirable features associated with Phillips’ specification of the proportionate rule.

Derivative policy The third policy rule introduced by Phillips, the derivative policy, is of
the form

ð7cÞ GdðtÞ ¼ �gd _YðtÞ; gd>0:

That is, fiscal stimulus depends on the current rate of change of output, behaving like
a ‘negative accelerator’. For an appropriately chosen gd this can stabilize an otherwise
unstable system, although it will not succeed in driving income to its target level.

Phillips also proposed combining these three policy rules, by postulating, for
example,

ð11Þ GdðtÞ ¼ �gpðYðtÞ � YnÞ � gi

Z t

�1
½YðsÞ � Yn�ds� gd _YðtÞ;

and showing how by the judicious choice of weights, gj, the policy-maker can take
advantage of the various desirable features of the individual policies, while reducing their
unattractive aspects. For example, the presence of the integral component ensures that
income converges to its target, while undesired cyclical adjustments associated with this
policy can be reduced by simultaneously using the proportional and derivative policies.
In this respect it is intriguing to observe that combining the policies as in (11) is a step in
the direction of choosing the optimal stabilization policy. Finally, we again emphasize
that Phillips also introduced these policies into more complex models that include an
accelerator-determined investment demand, leading to higher-order dynamic systems.
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While Phillips developed these rules in the context of fiscal stabilization policy, early
applications of stabilization theory also applied them to monetary stabilization issues
(see, for example, Lovell and Prescott 1968; Sargent 1971). They also formed the basis for
simulation studies involving both monetary and fiscal policies in larger macro models
(see, for example, Cooper and Fischer 1974). Most contemporary research on
stabilization policy has focused on monetary policy, with fiscal policy being directed
more toward longer-run issues such as economic growth and capital accumulation.7

II. LINEAR–QUADRATIC OPTIMAL STABILIZATION

The policy rules introduced by Phillips, while plausible, are not in general optimal,
although, as we shall now see, they appear as important components of optimal policies.

General approach

Beginning in the 1960s, interest developed in the question of optimal stabilization policy.
The framework employed to address this issue was the linear–quadratic system, an
adaptation of the ‘state-regulator problem’ developed by control engineers (see, for
example, Kalman 1960; Athans and Falb 1966; Bryson and Ho 1969). In general, this can
be outlined as follows.

Consider an economy summarized by n state (target) variables, x, and m control
(policy) variables, u. Assume that the structure of the economy can be expressed by the
linear vector system

ð12aÞ _xðtÞ ¼ AðtÞxðtÞ þ BðtÞuðtÞ;

where A(t) is an n � n matrix and B(t) is an n � m matrix.8 Assume further that the
objective is to minimize the quadratic cost function

ð12bÞ J � 1

2
x0ðTÞFxðTÞ þ 1

2

Z T

0

½x0ðtÞMðtÞxðtÞ þ u0ðtÞNðtÞuðtÞ�dt;

where F and M(t) are positive semi-definite matrices, N(t) is positive definite, T is the
planning horizon, and primes denote the vector transpose operator.

In economic terms, the policy-maker wishes to keep a set of target variables, and the
corresponding values of the policy variables, as close as possible to their desired target
values, with failure to achieve these objectives being penalized by quadratic costs. The
optimal (cost-minimizing) value of the control vector, ûðtÞ, is a linear feedback rule of the
form

ð13aÞ ûðtÞ ¼ �N�1ðtÞB0ðtÞPðtÞxðtÞ;

where P(t) is the unique positive semi-definite solution to the Riccati equation

ð13bÞ _PðtÞ ¼ �MðtÞ � A0ðtÞPðtÞ � PðtÞAðtÞ þ PðtÞBðtÞN�1ðtÞB0ðtÞPðtÞ;

and satisfies the boundary condition

ð13cÞ PðTÞ ¼ F :

The critical thing to note about this solution is that the optimal policy is a time-
varying linear feedback control law, in which, in general, all of the control variables are
linear functions of all of the current state variables.
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Several observations about this form of solution can be noted. First, by simple
redefinition of variables it can be easily adapted to incorporate exponential time
discounting, as economic applications typically employ. Second, while the quadratic
function has the convenience of yielding linear optimal control laws, it implies that
positive and negative deviations from targets are weighted equally, which may or may
not be appropriate. Third, if the time horizon is infinite and the matrices A,B,M,N
defining the optimal stabilization problem are constant over time, then the optimal policy
summarized by (13) simplifies to the stationary rule

ð14aÞ ûðtÞ ¼ �N�1B0PxðtÞ;

where P is the unique positive semi-definite solution to the matrix equation

ð14bÞ M þ A0Pþ PA� PBN�1B0P ¼ 0:

By substitution, it then follows from (13a) that when policy is set optimally, the
economy evolves in accordance with

ð15Þ _xðtÞ ¼ ½A� BN�1B0P�xðtÞ:

The policy rules (13a) (or (14a)) can be characterized as being a kind of ‘generalized
proportional’ policy of the type proposed by Phillips, in the sense that the current policy
variables are related proportionately to the current state of the economy relative to its
long-run target. The elements of the feedback rule, as described by (13a) or (14a), are
given by specific values, which may be required to follow specific time paths, depending
on whether or not the economic structure is constant or time-varying. By construction,
(15) will ensure that the economy converges to its desired target value; problems of
instability, which we saw could be associated with the inappropriate setting of the
integral policy rule, do not arise.

One final point is that much of the interest in stabilization policy relates to stochastic
systems. Among the earliest treatments was Howrey (1967), who extended an earlier
discrete-time multiplier-accelerator model formulated by Baumol (1961) to allow for
additive stochastic disturbances. But what if the parameters themselves in the basic
structural equations such as (12a) are stochastic, giving rise to multiplicative stochastic
shocks? Important work by Wonham (1968, 1969) showed that the optimal policy rules
of the form summarized by (13) and (14) above extend to this case, where the feedback
rules are shown to depend on the variance–covariance matrix of the underlying stochastic
parameters.9 Early work by Turnovsky (1973, 1977) then applied these results to issues in
macroeconomic stabilization policy, of the type pioneered by Phillips.

Recently, Kendrick (2005) has provided an excellent overview of the applications of
stochastic control methods to the class of linear–quadratic economic models outlined in
this section. With the introduction of stochastic elements, the availability of information
at the time a policy is to be implemented becomes important. In particular, it becomes
necessary to distinguish between open-loop control, when the entire time path for policy
is solved at the outset, and feedback rules, when current policy is updated as new
information becomes available. In the case of deterministic systems that are fully known,
the two solutions coincide. There is no gain from feedback control, although the open-
loop solution can be expressed in feedback form as in (13), and as Phillips himself did. An
important aspect of this distinction involves learning, an issue to which we return later.

2011] STABILIZATION THEORY AND POLICY 73

r The London School of Economics and Political Science 2009



Some special cases

To give a sense of how these early applications of optimal stabilization policy relate to
Phillips’ contributions, we consider several special cases.

First, suppose that the economy is purely one-dimensional, such as in equation (4)
above, being expressed by

ð16aÞ _yðtÞ ¼ a �syðtÞ þ gðtÞ½ �;

where y(t) and g(t) denote output and government expenditure, both measured about
their respective target values, and s ¼ 1� c is the marginal propensity to save.
Investment is constant, equal to its desired value, and there are no policy lags. The
policy-maker’s objective is to choose the fiscal instrument, g(t), so as to minimize the
quadratic cost function

ð16bÞ J � 1

2

Z 1

0

½myðtÞ2 þ ngðtÞ2�dt

subject to the evolution (16a). The optimal policy for this problem is the linear feedback
rule

ð17aÞ gðtÞ ¼ � a
n
pyðtÞ;

where p is the positive solution to the quadratic equation

ð17bÞ a2

n
p2 þ 2asp�m ¼ 0:

The optimal policy summarized by (17) is a purely proportional one, as proposed by
Phillips, though of the modified (7a0) form. In terms of his notation, gp40, assuming the
specific values implied by (17a) and (17b), which in turn depend on the underlying
structural parameters.

Turnovsky (1973) extended this to the case where s or a was stochastic. In the former
case, for example, (17b) is modified to

ð17bÞ a2

n
p2 þ ð2a�sþ a2s2s Þp�m ¼ 0;

where �s; s2s denote the mean and variance of the stochastic marginal propensity to save.
More stochastic variation in the savings propensity implies more intensive fiscal
intervention.

More generally, suppose now that the economy is described by the following
multiplier-accelerator model, with all variables expressed in deviation form about their
steady-state values:

ð18aÞ _yðtÞ ¼ a½zðtÞ � yðtÞ�;

ð18bÞ zðtÞ ¼ cyðtÞ þ iðtÞ þ gðtÞ;

ð18cÞ diðtÞ
dt
¼ z½n _yðtÞ � iðtÞ�;

where z(t) is aggregate demand and now investment, i(t), is expressed as a lagged
accelerator, where the desired stock of capital is proportional to output.10 The system is
now driven by two state variables, y(t), i(t), and so optimal fiscal policy will be of the
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generic form

ð19Þ gðtÞ ¼ y1yðtÞ þ y2iðtÞ;

where the feedback components y1, y2 are computed from (14a) and (14b) (see Turnovsky
1973). Solving (18c) for i(t) and substituting, we can express (19) in the form

ð190Þ gðtÞ ¼ y1 þ y2zvð ÞyðtÞ � y2z
2v

Z t

�1
yðtÞe�zðt�sÞds:

This can be seen to be the sum of Phillips’ proportional policy and a form of integral
policy, where past outputs (or their deviations) have exponentially declining weights.
Furthermore, if the dynamics can be represented by a second-order differential equation
(as can easily be done in some variants of the Samuelson–Hicks model of the business
cycle), the optimal policy can be written as the sum of a purely proportional component
plus a derivative component (see Turnovsky 1977).

As a final example, we go beyond Phillips’ early work and introduce the Phillips
curve, augmented by ‘backward-looking’ inflationary expectations.11 Consider the simple
monetary model

ð20aÞ _yðtÞ ¼ a½zðtÞ � yðtÞ�;

ð20bÞ zðtÞ ¼ d1yðtÞ � d2½rðtÞ � pðtÞ�;

ð20cÞ pðtÞ ¼ kyðtÞ þ pðtÞ; k>0;

ð20dÞ _pðtÞ ¼ r½pðtÞ � pðtÞ�; r>0:

For this modified structure, (20b) specifies aggregate demand to depend positively on
output and negatively on the real interest rate, r(t)� p(t). Equation (20c) is an
expectations-augmented Phillips curve, where the current rate of inflation, p(t), increases
with output and expected inflation, where the coefficient on expected inflation, p(t), is
unity.12 Inflationary expectations evolve in accordance with the backward-looking
adaptive expectations scheme, (20d). By substitution, this economy can be reduced to the
pair of dynamic equations

ð21aÞ _yðtÞ ¼ a ðd1 � 1ÞyðtÞ � d2½rðtÞ � pðtÞ�ð Þ;

ð21bÞ _pðtÞ ¼ rkyðtÞ:

Assume that the policy-maker sets the nominal interest rate, r(t), to minimize
quadratic costs associated with deviations of output and inflation from their respective
target values. The optimal monetary policy will be of the generalized proportional form

ð22Þ rðtÞ ¼ j1yðtÞ þ j2pðtÞ;

which is essentially a form of the widely-employed Taylor (1993) rule.13

Other examples can be found, but we have surely made the point that the form of
policy rules proposed by Phillips (1954) played a central role in the early applications of
optimal control theory to stabilization policy.
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III. THE CHALLENGE OF RATIONAL EXPECTATIONS

The dynamic system considered by Phillips, as well as the early applications of dynamic
control theory that we have been discussingFincluding the last example of the
expectations-augmented Phillips curveFare of the classical type, in that all variables are
assumed to evolve continuously from some given initial condition. In the jargon of
contemporary macrodynamics, all variables are ‘backward-looking’ or ‘sluggish’. This
reflects the fact that economists were using the traditional techniques of differential
equations as developed by applied mathematicians and control engineers, which of
course was consistent with Phillips’ own academic background.

However, the development of rational expectations and its applications to
macrodynamics in the 1970s introduced the notion that some economic variables, most
notably financial variables, are ‘forward-looking’, incorporating agents’ expectations of
the future. It is clearly more realistic to permit these variables to respond instantaneously
to new information as it impinges on the economy, instead of forcing them to evolve
gradually from the past. This was first illustrated in a simple monetary model by Sargent
and Wallace (1973). They showed how, given the inherent instability of the underlying
differential equation driving the dynamics in this model, plausible economic behaviour
requires that the forward-looking variable (in their case the price level) jump so as to
ensure that the economy follows a bounded (stable) adjustment path. Most economic
dynamic systems consist of a combination of sluggish variables, such as physical capital,
which by their nature can be accumulated only gradually, and forward-looking jump
variables, such as exchange rates or financial variables, that are not so constrained. As a
consequence, the standard dynamic macroeconomic system embodying rational
expectations has a combination of stable and unstable dynamics, with the case of a
unique convergent saddlepath arising when the number of unstable roots equals the
number of jump variables (see Blanchard and Kahn 1980).

This represents a fundamentally different approach to macroeconomic dynamics
from that in the earlier literature, and the introduction of rational expectations has had a
profound effect on the application of control methods to stabilization policy. Several
issues arise, and we shall discuss these in turn.

Computation of optimal policy rules under rational expectations

The first issue is the task of solving for rational expectations equilibrium, even in the
absence of any active stabilization policy. While the equilibrium economic structure may
be conceptually straightforward, its solution is likely to be computationally challenging,
depending on the dating of the forward-looking expectations variables, their forecast
horizons, and the dimensionality of the system. Solutions procedures have been proposed
by several authors, including Blanchard and Kahn (1980), Fair and Taylor (1983), and
more recently Sims (2001).

Currie and Levine (1985) provide a lucid description of the computation of optimal
feedback rules for a continuous-time formulation containing both sluggish and forward-
looking variables. They show how, in a system embodying rational expectations, one can
partition the dynamic variables into predetermined (sluggish) variables and non-
predetermined (forward-looking) variables, while taking account of the saddlepoint
structure associated with the rational expectations equilibrium. For the usual quadratic
loss function, the resulting optimal policy rule can be expressed in several alternative
but equivalent forms. One form is as a linear function of both the predetermined and
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non-predetermined variables. Alternatively, it can be expressed as a linear function of the
predetermined state variables and the predetermined co-state variables (those associated
with the non-predetermined variables). However, since the latter can be expressed as an
integral of the vector of the underlying state variables, the optimal policy rule can be
expressed as a generalized linear feedback rule on the state variables combined with an
integral feedback rule on the state variables. To this extent the form of the Phillips’
policies still prevails.

The Lucas Critique

As we have been discussing, the objective of stabilization policy is to influence the time
paths of a set of target variables, such as output, inflation, etc. Being forward-looking, a
key feature of rational expectations, in contrast to the traditional adaptive expectations
scheme such as (20d), is that it incorporates the agent’s information regarding the
structure of the economy. In particular, rational expectations include the agent’s
perception of policy as part of the economic environment. Lucas (1976) made the
profound observation that in these circumstances it is not rational for policy-makers to
conduct policy under the assumption that the coefficients describing the evolution of the
economy remain fixed and invariant with respect to its chosen policy. In the dynamic
system (8), for example, the behavioural parameters a, c will in general vary with the
chosen policy parameter gp. This dependence needs to be taken into account in
determining the effects of policy rules, as well as for the determination of optimal
stabilization policy.14

The Lucas Critique is a general proposition having far-ranging implications for
analysing economic policy. Its main message is that if we want to predict the effects of
policy changes, we must model the ‘underlying parameters’ such as technology and
preferences that govern individual behaviour. To the extent that modern macroeco-
nomics is based on intertemporal optimization of utility subject to production
constraints, the macroeconomic equilibrium so derived is immune from the Lucas
Critique in that it is conditional on government policy. We can then model policy-making
as a game, whereby the government, acting as leader, makes its stabilization (policy)
decisions taking into account the reactions of the private sector. This approach is at the
core of the voluminous optimal tax literature, for example.

However, solving for optimal policy in this way may be difficult, particularly over
time, and, furthermore, it may be unrealistic to assume that the policy-maker knows
precisely the private sector’s response to its decisions. Amman and Kendrick (2003)
propose an approximation based on the use of the Kalman filter. The idea is that the
policy-maker does not need to be able to predict exactly how private agents will respond
to its policies. Rather, it can simply use the Kalman filter and update parameter estimates
each period. While this means that the policy-maker will always be one period behind in
his perception of the private sector’s behavioural responses, they argue that this may be
good enough for most applications of macroeconomic policy. Monte Carlo runs that
they run provide some support for this procedure.

Policy neutrality

One area where the Lucas Critique is particularly potent is in the role of the Phillips curve
in determining the trade-offs between inflation and unemployment. In this context the
Lucas Critique implies that the nature of the trade-off depends on government
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intervention policy. The issue of policy neutrality is an extreme form of this, and asserts
that, because of the Lucas Critique, the trade-off breaks down completely.

In an influential article, Sargent and Wallace (1976) provided an example to show
that under rational expectations only unanticipated policy changes can have real effects,
so that any feedback policy rule, such as the Phillips rules we have been discussing, will
have no effect on output. In our example, the time path of output would become
independent of the policy parameters such as gp, so that there is no trade-off between
output and inflation. It turns out that this policy neutrality proposition, as it is known,
which is potentially devastating to the use of control theory as a tool of stabilization
policy, is sensitive to model specification, and in particular to the timing of expectations.
This can be illustrated by comparing two simple examples.

First, consider an economy represented by the pair of stochastic difference equations

ð23aÞ yt ¼ �e rt � ðEt�1ðPtþ1Þ � Et�1ðPtÞÞ½ � þ ut;

ð23bÞ Pt � Pt�1 ¼ yyt þ Et�1ðPtÞ � Pt�1 þ vt;

where yt denotes output (in deviation form) in logarithms, Pt denotes the price level in
logarithms, Et�1ð:Þ denotes expectations formed at time t� 1 and assumed to be rational,
rt is the nominal interest rate, and ut, vt are white noise random disturbances in demand
and supply, respectively. In keeping with the contemporary literature, we employ discrete
time. Equation (23a) is a standard IS curve, relating output negatively to the real interest
rate, where the expected rate of inflation over the period (t, tþ 1) is based on information
at time t� 1. The second equation is the new-classical Phillips curve.15 Assuming that the
monetary authority treats the nominal interest rate rt as the policy variable, the
equilibrium value of output yt can be shown to be

ð24Þ yt ¼ �e rt � Et�1ðrtÞ½ � þ ut:

The point about (24) is that (the deviation of) output depends only on the
unanticipated component of monetary policy. Any feedback policy rule based on past
observed data that the monetary authority follows is fully incorporated into private
agents’ expectations and thus is fully negated in terms of its effects on current output.

Things change dramatically, however, if we now modify (23a) to

ð23a0Þ yt ¼ �e rt � ðEtðPtþ1Þ � PtÞ½ � þ ut:

The only difference is that we modify expected inflation for period (t, tþ 1) to be
conditional on information at time t, when the actual price level is observed. The rational
expectations solution for output under this seemingly modest reformulation is

ð240Þ yt ¼ �
e

ð1þ eyÞ rt � Et�1ðrtÞ½ � � e

ð1þ eyÞ
X1

i¼1
EtðrtþiÞ � Et�1ðrtþiÞ½ � þ ðut � evtÞ

ð1þ eyÞ :

In addition to the current unanticipated component of monetary policy, given by the
first term of (240), current output now depends on the sum of all revisions to future
monetary policy between time t� 1 and t, which takes account of new information
acquired at time t. By impacting the forecast of inflation, a feedback policy rule will now
exert an impact on current output.

As an example, suppose that the monetary authority adopts the interest rate rule

rt ¼ l
ut�1 � evt�1

1þ ey

� �
:
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This is a feedback rule, whereby the monetary authority adjusts the interest rate in
response to the previous period’s stochastic shocks, which are known at time t. With ut, vt
being white noise, taking expected values over relevant periods (240) reduces to

yt ¼ 1� le
1þ ye

� �
ut � evt
1þ ey

;

which clearly is influenced by the policy rule.16 Indeed, setting l ¼ yþ 1=e succeeds in
stabilizing output completely. The presence of policy neutrality thus depends critically on
the available information, an issue that is taken up at greater length by Canzoneri et al.
(1983).

Time consistency of optimal policy

A fourth issue to arise when the system contains forward-looking jump variables is that
of ‘time consistency’. This concept was first introduced by Strotz (1955–56). It describes a
situation where an agent’s preferences change over time, so that what is preferred at one
instant in time is no longer preferred at some other later point in time. This issue has
ramifications for various aspects of economics and in particular for stabilization policy.
In this context the issue is whether or not a future policy decision that forms part of an
optimal plan formulated at some initial date remains optimal when considered at some
later date, even though no relevant information has changed in the meantime. If it does
not, the optimal plan is said to be time-inconsistent.

This problem was emphasized by Kydland and Prescott (1977), who argued that the
problem of time inconsistency has grave implications for the application of control
theory methods to problems of economic stabilization. In the abstract to their paper they
write: ‘We conclude that there is no way control theory can be made applicable to
economic planning when expectations are rational.’ In the conclusions they argue: ‘active
stabilization may very well be dangerous and it is best that it not be attempted. Reliance
on policies such as a constant growth in the money supply and constant tax rates
constitute a safer course of action.’ These are strong statements and many people in the
community of control theorists view this assessment of the role of control theory to
stabilization policy as overly pessimistic.

But the question of time consistency (or inconsistency) is important, and attempts to
resolve it have generated a lot of research. The pursuit of time-inconsistent policies will
eventually cause the government to lose credibility, and issues such as commitment and
reputational equilibria have been analysed by a number of authors (see, for example,
Barro and Gordon 1983).

One simple solution, very much within the spirit of the linear–quadratic framework,
is the following. As noted, the attainment of a rational expectations equilibrium involves
an initial jump in the forward-looking variable. These initial jumps presumably impose
real dislocational costs on the economy, and these should be taken into account in the
design of the optimal policy system. Stemp and Turnovsky (1987) show how, if these
initial costs are large enough, it may cease to be optimal for the policy-maker to re-
optimize along a transitional path.

To see this, assume that the policy-maker’s objective function is to

minimize

Z 1

0

½ay2 þ ð1� aÞp2�e�btdtþ k Pð0Þ � P0j jq:
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This cost function now has two components. The first is the standard quadratic loss
function, asserting that the policy-maker’s target is to achieve a zero inflation rate (p ¼ 0)
at a full employment level of output (y ¼ 0). One objective is to minimize the discounted
intertemporal deviations from these targets, with 04a41 reflecting the relative
importance assigned to these two objectives.

In a world of rational expectations, a change in monetary policy will cause an initial
unanticipated discontinuous jump in the price level, P(0), from its previously inherited
level, P0. Given sluggishness in the economy, this causes jumps in real magnitudes, which
impose structural adjustment costs (e.g. labour reallocation) on the economy, and these
should be taken into account in assessing the overall benefits of the optimal stabilization
policy. These initial adjustment costs are not reflected in the conventional term, but are
incorporated in the second term. Stemp and Turnovsky (1987) show that the time
consistency, or otherwise, depends critically on q, being time-consistent if q41 and time-
inconsistent otherwise.

IV. RULES VERSUS OPTIMAL POLICY

Despite the fact that the generic form of the optimal policy rule is the generalized
proportional policy as set out in (13), from a practical point of view the policy may turn
out to be extremely complicated to compute, especially for a large system, and even more
so if it includes forward-looking variables. This leads to the question of the gains from
applying optimal control over using some simple, but reasonable, policy such as the three
rules proposed by Phillips, or the Taylor rule, or perhaps even doing nothing at all.

This is an old question, predating Phillips, going back to Friedman (1948) and early
discussions of policy rules versus discretionary policy. At that time Friedman advanced
the proposition that due to the length and variability of lags in the effects of monetary
policy, the monetary authority should abandon discretionary monetary management and
simply should allow the money supply to grow at a fixed rate. Indeed, our discussion of
the Phillips rules provides some support for this view. We have seen that the presence of
policy lags can introduce unwanted cycles in the economy, and even instability that
otherwise would not exist. But the debate of rules versus discretion raises several issues,
most important of which relate to the information that the policy-maker possesses. Here
we briefly note some of them.

First, suppose that the world is deterministic and the policy-maker knows the true
structure. Then by its nature the optimal policy dominates and so the question is whether
the gains in economic stability are sufficient to justify the effort (and cost) involved in
computing the optimal rule over something much simpler and mechanistic. Some years
ago Feldstein and Stock (1994) addressed this question in an analysis where the objective
is to target nominal income. They reached the conclusion that there is little difference
between a very simple adaptive rule and an optimal policy. If this kind of proposition is
robust, then simple policy rules of the type originally proposed by Phillips will continue
to play an important role in the stabilization of dynamic economic systems.

Second, what if there is uncertainty? This introduces different levels of complications.
The optimal policy model introduced in Section II assumes that everything is known
except for the specific values taken on by the stochastic parameters. As we have seen, this
will influence the optimal setting of the associated policy instrument, just as it did in
Brainard’s (1967) early analysis. But one of the important results obtained by Wonham
(1969) is that feedback control in a system with stochastic parameters, whereby the
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effects of policy become stochastic, is feasible if and only if the noise is not too great. In
this case, it is possible for the policy instrument used for stabilization to introduce too
much randomness into the system, implying that the economy will actually be more
stable if the policy-maker does not intervene.

Third, and most fundamentally, all optimal policies that one derives are specific to an
assumed economic structure, rather than the true economic environment that policy-
makers do not and cannot know. What are the merits of employing the optimal policy to
the wrong model, rather than adopting some arbitrary alternative rule? This issue is
addressed in detail by Brock et al. (2007). Their approach is to construct a model space
that includes all candidate models for the economy, evaluate the policies for each of the
candidate models, and then determine how to draw policy inferences given the fact that
the true model is unknown. In contrast to the usual robustness analysis that measures
misspecification relative to some baseline model, they acknowledge the global nature of
model uncertainty. They focus on the sensitivity of the rules to model uncertainty, rather
than on the derivation of optimal rules in the presence of model uncertainty. The other
issue that they address concerns the trade-offs of policy on variances of different
frequencies; policies that may reduce the variance of high-frequency fluctuations may
come at the expense of enhanced longer-term fluctuations.

V. RECENT DEVELOPMENTS

In this section we briefly note some of the more recent aspects of stabilization policy that
pertain to Phillips’ contribution.

New-Keynesian Phillips curve

The new-Keynesian Phillips curve is based on a model of optimal pricing in imperfect
competition and a theory of price stickiness (see, for example, Roberts 1995; Woodford
2003). It is of the generic form

ð25Þ Pt � Pt�1 ¼ yyt þ b EtðPtþ1Þ � Ptð Þ; 0<b<1;

and differs from the new-classical Phillips curve in that the expected inflation to which
the current inflation is reacting extends for the next period (t, tþ 1), rather than for the
previous period (t� 1, t). This has important consequences for stabilization policy. To
see this, we shall combine (25) with (23a), for which the new-classical Phillips curve yields
policy neutrality.

The form of the rational expectations solution depends on the magnitude of bþ ye.
We consider the case bþ yeo1, when the unique stable solution for yt is

ð26Þ yt ¼ �ert � e2y
X1

j¼1
bþ yeð Þj�1Et�1ðrtþjÞ þ ut:

It is clear that interest rate rules based on past information will influence current
output. For example, if rt ¼ mut�1, then the solution to (26) is

yt ¼ �emut�1 þ ut;

which is clearly dependent on the policy parameter m. The case b þ ye41 is associated
with non-uniqueness issues of the type identified in rational expectations models by
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Taylor (1977), but depending on how the non-uniqueness is resolved, policy rules will
have real effects.

Multi-agent stabilization

Thus far we have focused on a single decision-maker, acting in isolation. In reality, many
economic situations are characterized by multiple decision-makers operating in an
interactive environment. Decisions made by one agent influence the other, and vice versa,
giving rise to strategic behaviour that we can analyse as a dynamic game. As is well
known, crucial factors determining the equilibrium outcome include: (i) the availability
of information at the time decisions are made; (ii) the sequencing of the decisions by
agents; and (iii) whether they behave non-cooperatively to maximize their own welfare,
or cooperatively to maximize their joint wellbeing.

Insofar as stabilization policy is concerned, there are two main areas where strategic
interaction is particularly important. The first is the interaction between monetary and
fiscal policy, allowing for the fact that the central bank may have different objectives
from the treasury. This raises issues relating to credibility of policy, reputation and
political aspects that are somewhat removed from the approach to stabilization that we
are discussing here.

The second application is in the area of international economic policy coordination,
and in particular, monetary and exchange rate policy. Miller and Salmon (1985) and
Oudiz and Sachs (1985) have analysed two-country dynamic games of monetary policy
that are direct generalizations of the class of optimal policy model summarized in Section
II. To give a flavour of this, suppose the policy-maker in country 1 wishes to solve the
following dynamic optimization problem:

ð27aÞ min

Z 1

0

w0ðtÞQ1wðtÞdt; where w0ðtÞ � xðtÞ u1ðtÞ u2ðtÞ½ �0;

where, subject to the dynamic evolution

ð27bÞ _xðtÞ ¼ AxðtÞ þ B1u1ðtÞ þ B2u2ðtÞ

for given x(0). The policy-maker in country 2 solves an analogous problem.
As in previous examples, the objective is to minimize a quadratic loss function, which

depends on country 1’s controls, u1(t), which of course this policy-maker sets, country 2’s
controls, u2(t), which he may react to, and a common set of target variables, x(t). The
latter may be more relevant to one country than to the other and may also include non-
predetermined variables as well as pure state variables. Equation (27b) describes the
evolution of the state variables, which depend in part on the choices each policy-maker
makes.

For this setup Miller and Salmon discuss open-loop and feedback Nash and
Stackelberg solutions. For feedback Nash, for example, each policy-maker sets his
controls in accordance with the feedback rule

ð28Þ u1ðtÞ ¼ R1xðtÞ; u2ðtÞ ¼ R2xðtÞ;

taking the other’s actions as given when making his decision. The components of the
feedback are determined by a generalized Riccati type equation that involves the
structural parameters of both economies. It also depends on the specific rule defining the
dynamic game. But the point we wish to make is that equations (28) are generalized
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proportional policy rules directly analogous to (14a) discussed earlier, and hence the
relationship to Phillips’ early work extends to this type of analysis.17

Utility maximization

The optimal stabilization rules that we have derived have been chosen so as to minimize
quadratic costs involving the deviations of the state variables and the control (policy)
variables about some stationary level. Many variants of this criterion can be found,
differing in such aspects as to whether the deviations in output are measured relative to
the full employment level, the frictionless level of output, etc.

Apart from the limitation noted earlier that the quadratic function is weighting
positive and negative deviations equally, it suffers from the more serious criticism that it
may or may not be an appropriate representation of welfare, which presumably is the
issue of ultimate concern. Indeed, for almost three decades now, the ‘representative agent
model’ has been the standard macroeconomics paradigm, although it too has been the
source of criticisms.18 With macroeconomic equilibrium being derived through utility
maximization, this framework is much more oriented towards analysing welfare issues
and therefore addressing issues pertaining to optimal policy-making.

Recently, several authors have sought to examine the relationship between utility
maximization and the conventional stabilization criteria that we have been adopting; see
in particular Woodford (2003) where this is discussed in great detail. He establishes
conditions under which the quadratic loss function, so widely employed in stabilization
policy, can be viewed as a second-order approximation to the expected value of a more
general utility function. Here we informally sketch the relationship in a simple example.

Suppose that welfare is represented by a utility function of the form U(c, g), where c
denotes consumption and g denotes government expenditure (the control variable).
Suppose further that through stabilization, c and g are restricted to stochastic
fluctuations about their respective mean levels ð~c; ~gÞ. Employing a second-order
approximation to U(c, g) about ð~c; ~gÞ, and taking expected values, we may write

ð29Þ EUðc; gÞ ffi Uð~c; ~gÞ þ 1
2UccEðc� ~cÞ2 þUcgEðc� ~cÞðg� ~gÞ þ 1

2UggEðg� ~gÞ2:

Assume that output is produced by the production function y ¼ f(k), where k denotes
capital stock. If the agent maximizes intertemporal utility, it is well known that
equilibrium consumption along an evolving stable adjustment path is of the form
c ¼ c(k, g), which may be linearly approximated by

c� ~c ffi ckðk� ~kÞ þ cgðg� ~gÞ:

Substituting this linear approximation into (29) yields a second-order approximation
to expected utility of the form

EUðc; gÞ ffi Uð~c; ~gÞ þ X ;

where X is a quadratic loss term involving the state variable k and the control variable g.
For the simple production function, the state variable can be immediately transformed
to y, as in the stabilization literature. In order for the quadratic loss function to give the
correct welfare rankings of different stabilization policies, it must be the case that Uð~c; ~gÞ
is independent of policy, or at least is only weakly sensitive to it. One case where it is
independent is if the utility function is of the form U(c þ g). With capital stock constant
in steady state, product market equilibrium implies ~cþ ~g ¼ f ð~kÞ, where the steady-state
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stock of capital is fixed and determined by the marginal product condition f 0ð~kÞ ¼ r, the
rate of time discount.

Learning

Throughout this discussion we have assumed that the policy-maker has complete
knowledge of the true underlying economic structure. In the case of deterministic
systems, all parameters are known, as is their evolution if they are time-varying. In the
case of stochastic systems, all characteristics of relevant probability distributions are also
known; only the specific random outcomes are unknown until they occur. In reality, of
course, policy-makers do not know the true system. Even if they know the broad
structure of the economy, such as the general qualitative relationship among the
variables, they will at best have only some estimate of the relevant parameters, and worse
still, they are unlikely to even know the general structure of the economy, as Brock et al.
(2007) have emphasized. At best, policy-makers and agents in general may learn about
the structure of the economy as it evolves over time.

The qualitative information about the economic structure becomes particularly
important in dynamic models involving rational expectations, the key characteristic of
which is that they incorporate agents’ perceived structure of the economy. As a result of this,
their beliefs about the economy will influence its actual evolution. The fact that applications
of rational expectations assume complete knowledge of the economy’s structure (apart from
pure stochastic shocks) has been a source of its criticism. While this is a reasonable objection,
we view the traditional rational expectations specification as a useful benchmark, with its
underlying characteristic of forward-looking behaviour providing significant insights into
macroeconomic dynamics in general, and stabilization policy in particular.

To incorporate learning is challenging and raises many issues. By its nature, learning
is a gradual process that takes place over time. The interaction of the dynamics of this
process with that of the system itself is important, and not all learning processes need be
stable. The most comprehensive general study of learning as an element of
macroeconomic dynamics is Evans and Honkapohja (2001). They emphasize the method
of expectational stability. The key element of this concept is that it involves a mapping
from the perceived law of motion (dynamic structure), which in general is incorrect, to
the corresponding actual law of motion, which incorporates this incorrect information. If
the system is expectationally stable, the learning process for the unknown parameters will
converge to the true values, and the agent will ultimately learn the true economic process.
It is possible, however, for the learning process to diverge, and cause the dynamics of the
overall system to diverge as well.

Several issues in this process arise and should be mentioned. First, the time period
involved in updating information on parameters need not coincide with the time interval
that characterizes the system dynamics. Second, it is possible for updating of information
to involve nonlinear relationships, leading to a multiplicity of solutions, and for learning
not to converge to any of them (see Blanchard and Fischer 1989). Third, information and
learning are almost certainly not uniform across the economy; different agents have
different degrees of information and varying capacities to learn. Evans and Honkapohja
focus primarily on learning by private agents, but the same issues apply to policy-makers
engaged in optimal policy-making. Fourth, learning may take different forms, the two
most common being least squares learning and Bayesian learning.

The learning procedures that we have been outlining can be characterized as being
‘passive’, in the sense that the agent learns about the relevant parameters over time as the
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system evolves and information is updated. Kendrick (2005) contrasts this with ‘active’
learning, sometimes referred to as ‘dual control’. In the stabilization policies that we have
been considering in previous sections, the policy instrument is used for a single purpose,
namely to help move the economy toward its target. In contrast, in dual control the
policy variables are used for two purposes. In addition to the usual stabilization
objective, the second purpose is to perturb the system so as to enhance learning of the
relevant parameters and thereby improve control performance at later stages. This form
of learning was introduced originally by Kendrick (1982) and later by Amman and
Kendrick (1994), using techniques previously developed in the control literature by Tse
and Bar-Shalom (1973).

VI. CONCLUSIONS

It is evident that Bill Phillips, through his initial contributions to dynamic stabilization
policy in conjunction with the Phillips curve, has had a profound impact on the theory of
economic policy. First, the policy rules that he proposed frequently lie in the class of
optimal policies and thus serve as useful benchmarks, thereby assisting in the
interpretation of more complex optimal policy rules. Indeed, the relationship of the
Phillips policy rules to the optimal rules applies not only to traditional optimal policy-
making based on sluggish backward-looking systems, but also to systems involving
forward-looking expectations, as well as multi-agent strategic policy-making problems.

The Phillips curve has been a remarkably resilient concept and has remained a key
component of the output–inflation trade-offs that may characterize stabilization policy.
Beginning with the original negative inflation–unemployment relationship, through the
(backward-looking) expectations-augmented Phillips curve of the 1960s, to the (forward-
looking) new-classical Phillips curve of the 1970s, and most recently the new-Keynesian
Phillips curves of the 1990s, it has been a central component of short-run macrodynamic
models for 50 years.

Indeed, the implementation of rational expectations presented a serious challenge to
the use of control theory as an instrument of macroeconomic stabilization policy. But it
is fair to say that macroeconomists have accepted the challenge and that the methods of
control theory are being applied more successfully than ever to dynamic macro models
involving rational expectations. The economics profession owes a great debt to Bill
Phillips for introducing these analytical tools over half a century ago.
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NOTES

1. Brainard (1967) re-examined the Tinbergen proposition in a simple stochastic model and showed how it
ceases to apply once multiplicative stochastic disturbances are introduced. Henderson and Turnovsky
(1972) showed how adjustment costs associated with policy instruments also lead to its breakdown.

2. Preston (1974) referred to Tinbergen’s theorem as one of ‘static controllability’, and using results from
control engineering developed an analogous condition for the controllability of a linear dynamic system.
Preston and Pagan (1982) provide an excellent treatment of earlier developments in both the static and
the dynamic theory of economic policy.
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3. The contemporary literature on stabilization policy almost always employs discrete time (see, for
example, Woodford 2003). Discrete time is in fact much more convenient for capturing some of the
recent theoretical developments, which sometimes depend on subtle issues of timing. For example, the
difference between the ‘new-classical’ and ‘new-Keynesian’ Phillips curve is one of timing, a difference
that can be best captured using discrete time. In our exposition we shall introduce time in whichever way
is more convenient.

4. These two kinds of lags are also sometimes referred to as being ‘inside lags’ and ‘outside lags’,
respectively.

5. Solving equation (6), the actual policy at time t is GðtÞ ¼ b
R t
�1 GdðsÞe�bðt�sÞds, which is an

exponentially declining weighted average of past policy decisions. As b ! 1, the desired policy is
fully implemented immediately.

6. The policy parameters b,gp also affect the speed of convergence. While this was not an aspect that
concerned Phillips, speeds of convergence have assumed an important role in contemporary
macrodynamics, particularly in the dynamics of growth.

7. For example, the ‘endogenous growth’ literature pioneered by Romer (1986), and its extensions,
emphasize the impact of tax rates and the role of public capital on growth. There is much less focus on
monetary policy.

8. A system of an arbitrary order can always be reduced to a first-order system by redefining the higher-
order derivatives as new state variables, so in this respect (12a) is a general representation of a linear
system.

9. There are, however, constraints on the variance–covariance matrix of the underlying stochastic
parameters that in effect assert that control is possible only if the stochastic components are not too
large. For a discussion of this stochastic stabilizability condition in the context of the conventional
aggregate macroeconomic model, see Turnovsky (1973).

10. Equation (18c) may be derived as follows. Suppose that the desired stock of capital is proportional to
output, kdðtÞ ¼ vyðtÞ, and that the actual capital stock adjusts gradually to its desired value in
accordance with _kðtÞ ¼ z½kdðtÞ � kðtÞ�. Combining these two equations with the relationship _kðtÞ ¼ iðtÞ
yields (18c).

11. The so-called ‘expectations-augmented Phillips curve’ was associated with the seminal contributions of
Phelps (1968) and Friedman (1968). While Phelps developed a formal technical derivation of this
relationship, Friedman provided an informal version in his 1968 American Economic Association
presidential address. This formulation is also closely related to the ‘Lucas supply function’ that we shall
discuss in Section III below.

12. Much of the early empirical work on the expectations-augmented Phillips curve was concerned with
whether or not this coefficient is unity, an issue that has bearing on the existence or otherwise of a long-
run unemployment–inflation trade-off; see Turnovsky (1977) for a discussion of this issue. Despite this
early debate, (20c) is a consensus canonical specification of the expectations-augmented Phillips curve.

13. Taylor rules are feedback rules that tie the current interest rate to deviations in expected inflation and
output, about their desired target levels. Taylor proposed the specific coefficients of 0.5 on the output
variable and 1.5 on the inflation deviation. Turnovsky (1981) has analysed in detail the optimal trade-
offs between unemployment and inflation in an expanded version of this model.

14. As a related observation, the Lucas Critique calls into question the practice of econometrically
estimating the parameters of a reduced form equation such as (8). This is because as the policy varies, so
do the reduced form parameters, and thus the assumption that they remain fixed over a sample period is
inappropriate. Note that the Lucas Critique does not apply to dynamic systems such as the original
Phillips models, which are entirely backward-looking.

15. Lucas adopted what has become known as the ‘Lucas supply function’, which replaces (23b) by
yðtÞ ¼ l Pt � Et�1ðPÞ½ � þ v0t, so output deviations depend on unanticipated price movements. The same
results obtain.

16. We should point out that setting the nominal interest rate, as in this example, leads to an indeterminate
price level, an issue that has generated some debate, particularly in the context of the so-called monetary
instrument problem; see Poole (1970), Parkin (1978), Turnovsky (1980) and McCallum (1981). This
aspect does not invalidate the point that we are making, and can be easily circumvented by introducing
real money balances into the aggregate demand function.

17. For an overview of the literature on linear quadratic differential games, see Engwerda (2005).
18. See Colander (2006).
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This paper investigates policy deviations from linear Taylor rules motivated by the risk management

approach followed by the Fed during the Greenspan era. We estimate a nonlinear monetary policy rule via

a logistic smoothing transition regression model where policy-makers’ judgment, proxied by economically

meaningful variables, drives the transition across policy regimes. We find that ignoring judgment-induced

nonlinearities while estimating Taylor rules has remarkable costs in terms of fit: above 250 bps in 10

quarters. Although linear Taylor rules describe well the broad contours of monetary policy, they fail to

detect relevant policy decisions driven by policy-makers’ judgment.

INTRODUCTION

Arguably, the main problem that monetary policy has to cope with is uncertainty. Alan
Greenspan, former Chairman of the Federal Reserve, maintained that ‘general
uncertainty’, consisting of risk and Knightian uncertainty (Knight 1921), leads to a
risk management approach to policy, that is, the management of the ‘continuum ranging
from well-defined risk to the truly unknown’ (Greenspan 2004, p. 37).

We believe that uncertainty-related concerns drive important changes in the way
policy-makers make decisions and that such changes amount to policy regime switches.
Specifically, if a set of events and/or contingencies significantly modifies, even for only a
short period of time, the systematic way policy decisions are made, then a monetary
policy regime switch occurs. This interpretation of monetary policy regime is more
refined than the usual one, according to which the procedure for setting the policy
instrument holds for a relative long period of time. In our view, a monetary regime is
characterized not by its time length but instead by the impact of events and/or
contingencies on the behaviour of the policy-makers.

Now, in an environment strongly characterized by risk and Knightian uncertainty, to
what extent can a linear Taylor rule describe ex post the behaviour of the central bank
(CB)? To what extent do finer regimes matter without being detected by a linear Taylor
rule?

A ‘narrative answer’ to these questions is provided by Greenspan himself:

Indeed rules that relate the setting of the federal funds rate to the deviations of output and
inflation from their respective targets, in some configurations, do seem capture the broad
contours of what we did over the past decade and a half. And the prescriptions of formal rules
can, in fact, serve as helpful adjuncts to policy . . . But at crucial points, like those in our recent
policy historyFthe stock market crash of 1987, the crises of 1997–98, and the events that
followed September 2001Fsimple rules will be inadequate as either descriptions and
prescriptions of policy. Moreover, such rules suffer much of the same fixed-coefficient
difficulties we have with our large-scale models.

(Greenspan 2004, pp. 38–9)
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This answer points to important limits for simple linear rules à la Taylor. Yet we do
not know to what extent, in practice, these limits matter because there is little evidence in
the literature on Greenspan’s account of the US monetary policy. This paper aims to fill
such a gap and provide a quantitative answer to the questions mentioned above by
focusing on special circumstances for which narrative and anecdotal evidence is
available. From an empirical point of view, the issue is about the difficulty of ascertaining
the existence of finer monetary policy regimes given that, in practice, they are
unobservable. Yet, since under each regime the policy instrument is linked to the CB’s
targets and to its determinants by a peculiar and systematic relationship, i.e. a rule, a
policy regime switch should correspond to a significant change in such rule. Building on
this, when we empirically identify a change in the policy rule occurring for more than one
period and corresponding to an event and/or a contingency, we also identify a policy
regime switch.

We address this issue by investigating what happens to Taylor-type rules once
linearity is not imposed on the specification. In particular, we use a logistic smooth
transition regression (LSTR) model, as developed by Terasvirta (1994) and improved by
Franses and van Dijk (2000), to detect endogenously deviations from the simple
instrument rule and, when possible, find the specific rules that characterize the finer
regimes.

The contribution of this paper is to show empirically that CB judgment may map into
finer monetary policy regimes where interest rate decisions purposefully deviate from
what would be recommended by linear Taylor-type rules. We find that during the
Greenspan era these deviations matter and are related to precise Fed’s concerns matching
the narrative evidence. Even though linear policy rules describe well the broad contours
of monetary policy, ignoring judgment-induced nonlinearities would lead to remarkable
costs in terms of empirical fit. These costs amount to errors of 260 basis points over the
short period 2001Q1 to 2003Q2, 60 of which were observed in 2001Q4 alone.

Our findings also suggest that central bankers’ judgment represents an important
source of nonlinearity in the policy conduct. This is a novelty with respect to the recent
literature on nonlinear monetary policy rules which has instead focused on asymmetric
preferences and nonlinear aggregate supply.1 By identifying proxies of policy concerns
and applying a flexible estimation technique, our analysis contributes to understanding
‘the nonmechanistic flexibility [standing out in the Greenspan era] that allowed a
forward-looking policy to anticipate what, in retrospect, plainly turned out to be
different economic circumstances’ (Friedman 2006, p. 176). It also helps to assess when
and to what extent linear rules ‘are suspended when necessary’, as argued by Poole (2006,
p. 8), because it associates the policy deviations with the central bankers’ judgment about
special events and contingencies.

Finally, this work contributes to the current debate about the existence of changes in
US monetary policy by focusing on the 18 years of Greenspan’s tenure, a period which
has not been fully explored in previous studies.2 The latter, in fact, have mainly focused
on policy switches related to changes in the chairmanship and have not covered the
period after 2000. This period turns out to be active in terms of critical policy decisions
which led to deviations from what would be indicated by linear Taylor-type rules.

Our paper is closely related to Rabanal (2004) and Assenmacher-Wesche (2006) and,
all in all, our results are consistent with theirs. Our analysis, however, differs from these
works along several dimensions. First, it focuses in an exclusive fashion on the
Greenspan era and covers it entirely. Second, the nonlinearity in policy does not relate to
a certain state of the economy (recession/expansion in Rabanal (2004) or high/low
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inflation in Assenmacher-Wesche (2006)), but relates to the CB’s concerns about less
predictable future situations. Third, while we adopt economically meaningful and
observable variables to describe the transition across regimes, they resort to probabilities
estimated over the whole sample.

The paper is structured as follows. In Section I, we briefly introduce the main features
of Taylor-type rules and the results of the linear estimations. Section II is devoted to a
description of the LSTR specification and of the rationale behind the choice of this
particular nonlinear estimation technique. The tests for nonlinearity close the section. In
Section III we present the estimates of the nonlinear Taylor rules. Section IV concludes.
As a robustness check, the Appendix briefly discusses the results for an alternative
Taylor-type rule, in which current inflation is replaced by inflation forecasts.

I. THE LINEAR ESTIMATION AND THE DATA

The monetary policy rule proposed by Taylor (1993) is it ¼ rn þ pn þ bpðpt � pnÞ þ byyt,
where it is the Federal Funds rate, rn is the equilibrium real Federal Funds rate, pt is the
average inflation rate, pn is the target inflation rate, and yt is the output gap. After its first
formulation, the Taylor rule has become an important benchmark both for the design of
policy rules and for the ex post empirical investigations of monetary policy decisions.3

In the Taylor rule literature, a common approach is to assume that the CB sets the
interest rate as a weighted average of the target rate and the last period(s) rate(s), thereby
adjusting the interest rate with certain inertia. Accordingly, we estimate the linear rule in
the form

ð1Þ it ¼ aþ bp ptþbyyt þ r1it�1 þ r2it�2 þ xt;

where the choice of adding two lags is dictated by the need to remove serial correlation in
the residuals,4 and the long-run (LR) coefficients bp and by are implicitly defined.
Following Taylor (1993), we use the Federal Funds rates as measures of the interest rates,
and the average inflation is computed as pt ¼

P3
i¼0 pt�i=4, with pt being the quarter

inflation rate based on the GDP chain-type price index. The output gap yt is defined as
the difference between the log of the real GDP level and the log of the real potential GDP
for the USA, as estimated by the Congressional Budget Office.5 All series are quarterly
data covering the period from 1987Q3 to 2005Q4 and come from the FRED database.

The estimates of the coefficients of the baseline rule (1), reported in Table 1, are not
far from Taylor’s predictions. The degree of interest rate smoothing, equal to the sum of
the r terms, is 0.915 and satisfies the condition for stationarity of the Federal Funds rate
series. The residuals from the regression are plotted in Figure 1.

At first sight, the rule seems to capture well the behaviour of the authorities.
However, it is noteworthy that consecutively large (negative and positive) residuals mark
more than one quarter in 1988–89, 1991–92, 1994 and 2000–02. Negative (positive)
residuals correspond to periods in which the estimated rule is conducive to fitted Federal
Funds rates higher (lower) than the actual ones. Accordingly, in such periods US
monetary policy seems to have been relaxed (tightened) beyond what was suggested by
the inflation and the output gap.

As maintained by Yellen (2004) and Rudebusch (2006), such a pattern of the
residuals can be explained by the fact that a simple Taylor rule is not able to perfectly
catch the actual stance of US monetary authorities in response to unusual economic
conditions. Arguably, this could be due to the omission of significant variables and/or to
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the imposition of a linear specification of the model. We investigate both these
possibilities, respectively in this and in the next section.

Following economic intuition and Castelnuovo (2003) and Gerlach-Kristen
(2004), we augment the baseline specification (1) by adding a common measure of
credit risk, specifically the spread between the Moody’s BAA corporate bond index
and the 10-year US Treasury note yield.6 Accordingly, we estimate the linear
augmented Taylor rule

ð2Þ it ¼ aþ bp ptþbyyt þ ozzt þ r1it�1 þ r2it�2 þ xt;

where zt is the BAA spread.
Augmenting the Taylor rule by means of zt reduces the degree of interest rate

smoothing from 0.915 to 0.879, in line with Rudebusch’s (2002) hypothesis that at least a
part of the serial autocorrelation of the residuals from the non-augmented specification is
due to omitted variables.7 The LR coefficient of inflation remains greater than 1, whereas
the LR output gap coefficient falls from 1.12 to 0.93. The additional variable is
statistically significant and has the expected negative sign. The overall fit of the model
improves as signalled by all the summary statistics reported at the bottom of Table 1.

Potentially, this additional variable could be endogenous and its estimated coefficient
therefore biased and inconsistent. To address this important technical issue we have
carried out a battery of Granger causality and Hausman tests for the endogeneity of the
regressor. The test statistics reject the hypothesis that the credit spreads are endogenous.
We conclude, in line with Castelnuovo (2003) and Gerlach-Kristen (2004), that the
endogeneity problem for zt is negligible.

8

Figure 2 plots the residuals of the linear augmented rule (2). Apparently, the addition
of the explanatory variable contributes to reducing the correlation in the residuals, the
positive spikes in the 1994–96 period and the largest negative spikes in 2001. However,
the fitted interest rates remain, over certain time intervals, correlated and remarkably
different (even for 60 bps) from the actual values. With the benefit of hindsight and on
the basis of anecdotal evidence, such errors can possibly be associated with the Fed’s
reaction to the stock market crisis and the money market instability after 2001. To
investigate to what extent concerns related to these issues might have affected the
monetary policy stance, we adopt an LSTR model that can detect a nonlinear behaviour
in the policy conduct.
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FIGURE 1. Residuals from the baseline Taylor rule (1).
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II. THE NONLINEAR LSTR MODEL

Following closely the work of Franses and van Dijk (2000) and van Dijk et al. (2000), a
two-regime smooth transition (STR) model can be represented as

ð3Þ yt ¼ f01xtð1� Gðlt; g; cÞÞ þ f02xtGðlt; g; cÞ þ et;

where yt is a univariate series, xt is a vector of regressors including exogenous and,
possibly, lagged endogenous variables, and F1 and F2 are two sets of coefficients that
identify two different regimes. Gðlt; g; cÞ is the transition function allowing for gradual
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FIGURE 2. Residuals from the augmented Taylor rule (2).

TABLE 1

ESTIMATION OF LINEAR (BASELINE AND AUGMENTED) TAYLOR RULES

Baseline Augmented

Estimate St. error Estimate St. error

Coefficients
a 0.138 0.124 1.035 0.21nnn

bp 0.122 0.059nn 0.132 0.051nnn

by 0.095 0.032nnn 0.113 0.028nnn

wz � 0.363 0.074nnn

r1 1.520 0.092nnn 1.336 0.088nnn

r2 � 0.605 0.085nnn � 0.457 0.080nnn

LR coefficients
a 1.632 8.553

bp 1.436 1.090
by 1.123 0.933
bz 3.000

Summary statistics SSR AIC BIC HQ
Baseline 7.245 � 2.188 � 2.032 � 2.126
Augmented 5.477 � 2.441 � 2.254 � 2.366

Notes
This table reports the estimates and standard errors of the coefficients of the baseline and augmented Taylor
rules, respectively equations (1) and (2) in the main text. The sample period is 1987Q3 to 2005Q4.
nn and nnn denote significance at the 5% and 1% levels, respectively.
The LR coefficients correspond to those in the original Taylor (1993) specification without autoregressive terms.
The table also reports the sum of squared residuals (SSR) and the Akaike (AIC), Bayesian (BIC) and Hanna–
Quinn (HQ) information criteria.
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changes between the two regimes; it is a continuous function, bounded between 0 and 1,
and it depends on (i) the transition variable lt, which determines the movements across
the regimes, (ii) the speed parameter g, which determines how fast the transition between
the regimes occurs, and (iii) the threshold c that corresponds to the value of the transition
variable splitting one regime from the other. Both c and g are estimated by the model.
Among the different functional forms of Gðlt; g; cÞ employed in the literature, we choose
the logistic function as it does not presume symmetric regimes. This function can be
written as Gðlt; g; cÞ ¼ ð1þ expf�gðlt � cÞgÞ�1, with g40. Accordingly, the model is a
logistic STR (LSTR) model.

Various scholars, among others Martin and Milas (2004), Osborn et al. (2005),
Kesriyeli et al. (2006) and Haug and Siklos (2006), have already employed the
STR technique in monetary policy analysis. Indeed, this technique allows for the
identification of possible nonlinear behaviour without ex ante imposing either the
existence of multiple regimes or the critical thresholds above/below which the different
regimes take place.

The existence of multiple policy regimes can be tackled in alternative fashions. Many
researchers, for instance, are familiar with the threshold autoregressive (TAR) model.
The latter assumes that the regime occurring at any point in time can be determined by
the state of an observable variable relative to a threshold value, and that the switch from
one regime to another is discrete. By replacing the indicator function with a continuous
one, a gradual transition between two regimes is obtained. The result is an STR model. It
follows that the TAR model is a special case of the STR model when the speed of
transition is infinite. In our application we prefer to allow for smooth changes because, as
suggested by Boivin (2006), there is no guarantee that policy changes occur so fast as to
be well identified by discrete jumps in the parameters.

A second class of regime-switching models builds on the assumption that the current
regime cannot be observed, as it is determined by an unobservable process. One famous
member of this class is the Markov-switching (MSW) model, which is characterized by
the assumption that the current regime depends on the regime in the previous period
and on defined transition probabilities of moving from one state to the other.9 The MSW
and STR methodologies differ in that the latter identifies the regimes by means of
coefficients that change in a deterministic but smooth fashion according to the
movements of a transition variable, whereas the former requires the a priori specification
of the alternative regimes and a stochastic transition. Since the STR model requires that
the regime changes be associated with the behaviour of an observable variable with
respect to an estimated threshold, it follows that it fits our estimation problem
particularly well. Indeed, we adopt as candidate transition variables those that are closely
linked to the concerns that might have induced switches in the Fed’s monetary
policy stance.

A third approach to deal with regime switches has been followed, among others, by
Cogley and Sargent (2005) and Boivin (2006), who estimated Taylor rules with drifting
coefficients. The difference between the STR model and those allowing for unconstrained
time-varying coefficients is in spirit and motivates our choice in favour of the STR form.
A time-varying coefficient estimation does not impose restrictions on the way parameters
vary over time, but it is up to the researchers to ex post match the estimated changes with
the occurrence of some known circumstances. In our work, on the contrary, we first
single out those events and contingencies that are likely to have affected monetary policy
and, after having found appropriate indicators, we test whether monetary policy changed
in response to these events.10
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More traditional methods of testing for the relevance of special circumstances consist
in looking at sample splits. Yet this solution has major shortcomings. In particular, the
different sample periods must be identified on the basis of a priori knowledge and
characterized by parameter constancy, the specification requires on/off discrete regime
switches, and the coefficients of the variables relevant only in extreme events have to be
not significantly different from zero in ‘normal times’. The STR technique does not share
these limitations.

Finally, it is worth stressing that since the STR model nests a linear model, an STR
specification is less restrictive than the latter. If a linear functional form were correct, the
STR would exclude nonlinear effects. It is possible, for instance, that Knightian
uncertainty about the future path of the economy leads policy-makers not to change their
stance even when an extreme event occurs. In such a case, since there is no policy regime
switch to detect, the choice of the indicator is immaterial and the linear specification
outperforms the nonlinear one. Instead, if some nonlinearity existed, the STR model
would allow the regime changes to be either smooth or sharp, long-lasting or short-lived,
without entailing restrictions on the speed, the intensity or the persistence of the changes.

These considerations have led us to use an STR technique to allow the parameters in
the model to vary across regimes. Before proceeding to the estimation of the model, we
need to test for the assumption of linearity against an LSTR specification. Accordingly,
we first need to identify transition variables which act as indicators of the two main
concerns of the Fed after 2001, suggested by the narrative evidence discussed in the
Introduction as well as by the pattern of the residuals plotted in Figure 2. The first is a
general concern about the health of the financial system and the implications of a
financial crisis. The second refers to the Fed’s concern that interest rates may hit the zero
lower bound (ZLB) and the US economy may end up in deflation.

For reasons that will be spelled out in the next section, we employ the BAA spreads
(zt) as an indicator of the first concern, while for the ZLB concern we adopt the one-
period lagged interest rate (it � 1). We run the tests of linearity for the current values for z,
for the first lags of z and i, and, as a test of parameter constancy, a time trend. An LM-
type test with F-distribution is used to test the null hypothesis of linearity. Based on the
fact that the power of the test is maximum if the alternative model is correctly specified,
i.e. the transition is correct, the selected transition variables are those with the lowest p-
values of the LM3 statistic. The results of the tests for the above-mentioned candidates
are reported in Table 2.

On consideration of these results, we conclude that there is strong evidence against the
linear specification of the Taylor rule in equation (2) and that the behaviour of credit spreads
and lagged interest rates is likely to be related to the nonlinear behaviour of the Fed.

TABLE 2

STATISTICS AND P-VALUES OF TESTS FOR NONLINEARITY

Candidate transition z(t) z(t � 1) i(t � 1) Time

F-statistic 3.262 1.994 3.671 2.631

p-value 0.001 0.028 0.000 0.004

Notes
This table reports the statistics and the p-values of the tests for nonlinearity. The linearity of the augmented
Taylor rule is tested against alternative LSTR specifications embedding one candidate transition variable
at the time.
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III. NONLINEAR ESTIMATION: UNVEILING FINER POLICY REGIMES

In this section we report the estimates11 of the LSTR Taylor-type rules which include as
transition variables the contemporaneous credit spread and the lagged interest rate.

General concerns on financial stability

In an ideal world, where all information is freely and immediately accessible, indicators
of the CB’s actual concerns about the stability of the financial system would be available.
Alas, this is not the case and some proxy for them must be found. We believe that a
plausible solution is to encompass an indicator of market sentiment which reflects
investors’ expectations and worries, such as the BAA credit spreads. Traditionally,
central bankers tend to put more emphasis on inflation than output control, while private
investors are more worried about the real performance of the companies they lend money
to. In periods of financial distress, however, a long-lasting and/or intense contraction has
negative implications both for the solvency of the borrowing firms and the risk of
falling into deflation. Since, according to the narrative evidence provided in the
Introduction, the Fed switched its policy stance in reaction to situations of financial
distress (e.g. the stock market crash started in mid-2000 and aggravated by the terrorist
attacks on 11 September 2001),12 we submit that BAA credit spreads may be a good
proxy for central bankers’ concerns. The tests of linearity described in Section II support
such conviction.

In Table 3 we show the estimates of the LSTR version of equation (2) in which the
transition variable is the BAA spread. We adopt two specifications for the ‘finer’ regime.
Both estimations provide evidence in favour of the existence of two policy regimes, linked
to low and high values of zt. In both specifications, one regime is very close to the linear
augmented rule reported in Table 1, while the other (which we call ‘high-spread regime’)
is considerably different because inflation and output gap are not included among the
determinants.

In particular, Specification 1 is minimal, and only the autoregressive component
enters significantly in the functional form of the high-spread regime.13 Although this
finding seems poor, it should not be surprising that current output gap and inflation say
little (if anything) about the prospective behaviour of the economy in periods
characterized by financial instability. Reasonably, variables which more closely reflect
the actual expectations of the central bankers can contribute to get a better description of
the Fed’s reaction function in such a particular situation. Given the Fed’s concerns about
the risk of recession as consequence of financial instability, Specification 2 embeds as
additional regressor the probability of a decline in real GDP in the next quarter, i.e.
rect.

14 The estimates of Specification 2, where rect enters significantly and with the
expected sign, support the narrative evidence.

The estimated thresholds are similar, equal to 2.75 for Specification 1 and 2.77 for
Specification 2. As can be noted in Figure 3, these values split the sample into two distinct
periods of time. In particular, the high-spread regime includes the observations from late
2000 to mid-2003.15 This is in perfect accordance with Greenspan’s account of the Fed
policy conduct.

To assess whether the LSTR specification performs better than the linear one in terms
of the goodness of fit of the model, we resort both to some synthetic econometric
indicators reported in Table 3 and to the analysis of the pattern of the residuals. Starting
with the former, we notice that allowing the functional form to deviate from a constant-
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parameter Taylor rule improves the fit of the model. This is confirmed by the diagnostic
tests.16

In Specification 1, the residuals are almost identical to those of the linear rule over the
first 13 years of the sample, yet the nonlinear estimation performs better after 2000 when
it yields smaller and less autocorrelated residuals. Specification 2 performs even better, as
shown in Figure 4, where the associated residuals are plotted with those from the linear
augmented rule.

In order to better appreciate the gain in terms of fit obtained by moving from the
linear rule to this nonlinear specification, in Figure 5 we plot the difference between the
residuals (in absolute value) from the former and the latter. In the first and second
quarters of 2001 the improvement is of 26 and 21 bps and, more remarkably, in the
fourth quarter of 2001 the difference is of 60 bps, given that the nonlinear rule produces a
residual almost equal to zero. Such an improvement is larger than half a point, which is a
monetary policy decision of certain importance. Interestingly, the nonlinear specification
accounts for the particularly aggressive stance of the Fed in the initial stage of the
recession in 2001, when the interest rates were lowered quickly even if inflation and
inflation expectations were low and stable. Besides this large one-off gain in 2001Q4, the
nonlinear rule produces smaller residuals for 14 quarters in a row starting from 2001Q1.
Overall, between 2001Q1 and 2003Q2, Specification 2 outperforms the linear rule of
about 260 bps, i.e. an average of 25 bps a quarter over 10 quarters. This implies that the

0

0.5

1

1.5

2

2.5

3

3.5

%

FIGURE 3. Transition variable zt, with estimated thresholds for general concerns marked.
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FIGURE 4. Residuals from the linear augmented (dashed) rule and Specification (2) of the nonlinear (solid)
rule; zt as transition variable.
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nonlinear rule also captures the flattening out of the rates since 2002, while the linear rule
first overestimates and then underestimates the actual rates. Notably, such improvements
in the period after 2001 do not come at the cost of a worsened fit in any other part of the
sample.

In this section we focused on the Fed’s concerns linked to financial market distress. In
the next section we intend to test for the Fed’s worries about hitting the ZLB.

The zero lower bound concern

In the USA the risk of deflation materialized after the bursting of the asset bubble in
2000. Indeed, the aggressive monetary easing that mitigated the fallout of the bubble
drew the interest rates close to zero. Even though the Fed considered deflation a low
probability occurrence, the concern about this contingency led to unusually low interest
rates because, as argued by Bernanke (2002) and Greenspan (2005), it could have had
dire implications for the economy.

These considerations motivated us to investigate if, and to what extent, data could
identify a source of nonlinearity in the monetary policy generated by this concern. In
order to do so, we estimate the augmented Taylor rule by means of an LSTR model (as
formulated in equation (3)) in which the transition variable is the lagged interest rate
it � 1. The estimates are reported in Table 4.

Table 4 confirms our conjectures: the worry about hitting the ZLB is mapped in a
finer monetary regime (that we call the ZLB regime) where the Fed did not react to
current output and inflation. While the estimates of the no-ZLB regime do not differ
much from the linear ones, the rule for the ZLB regime is an autoregressive process. As
mentioned in the previous case, a simple autoregressive specification might conceal an
omitted variable problem and this is likely to be the case in this application. Indeed, it is
impossible to know and embed those exact variables that actually informed policy-
makers in this special occurrence.17

Nevertheless, the estimates clearly reveal the existence of a finer regime that is at odds
with the classical Taylor rule. The estimated threshold for the lagged interest rate is
roughly equal to 3%. This means that when the interest rate falls below such a value,
monetary policy enters the ZLB regime where the policy instrument does not respond in
the usual way to its determinants. By looking at Figure 6, which plots the transition
variable and the estimated threshold, we can identify the timing of the policy switch:
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FIGURE 5. Difference in basis points between the residuals (in absolute value) from the linear augmented
rule and Specification (2) of the nonlinear rule; zt as transition variable.
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notably, the time span of the ZLB regime coincides with the anecdotal evidence about the
period when the Fed faced the risk of hitting the ZLB.

Assessing the goodness of fit of the model, the information criteria in Table 4 show an
improvement with respect to the linear rule. Figure 7 reveals that the linear and nonlinear
models yield different residuals both in the very beginning of the sample and from 2001
onwards. In the first part of the sample, up to 1991, the linear and nonlinear rule produce
very different predicted values without one of the two rules outperforming the other.
After 2001, instead, the residuals from the nonlinear rule fluctuate more closely around
zero. In 2002Q1 the improvement is about 33 bps and the overall gain from 2002Q1 to
2003Q3 is about 100 bps.

Discussion and interpretation of the results

The results of the estimations indicate that if there are situations that required central
bankers to apply a special dose of judgment, then the period after 2000 is likely to be one

TABLE 4

ESTIMATES OF LSTR TAYLOR RULEFTRANSITION VARIABLE it � 1 AS PROXY OF THE FED’S ZLB
CONCERNS

No-ZLB regime ZLB regime

Estimate St. error Estimate St. error

Coefficients
a 3.627 1.090nnn

bp 0.510 0.094nnn

by 0.246 0.040nnn

wz � 0.788 0.138nnn

r1 1.048 0.138nnn 0.603 0.191nnn

r2 � 0.535 0.096nnn

Parameters of the transition function

Speed (g) 1.354 0.151nnn

Threshold (c) 3.156 0.081nnn

Summary

statistics

SSR AIC BIC HQ

3.701 � 2.752 � 2.471 � 2.640
Diagnostic tests

(p-values)
Serial

correlation
Remaining nonlinearity

it � 1

Parameter
constancy

Residual
normality

order 1 LMc1

0.709 0.078 0.023 0.411
order 2 LMc3
0.630 0.075

Notes
This table reports the estimates and the standard errors of the coefficients of the LSTR Taylor rule and of the
parameters of the transition function G(it � 1;g, c) ¼ (1 þ expf � g(it � 1 � c)g) � 1. The sample period is
1987Q3 to 2005Q4.
nn and nnn denote significance at the 5% and 1% levels, respectively.
The table also reports the sum of squared residuals (SSR) and the Akaike (AIC), Bayesian (BIC) and Hanna–
Quinn (HQ) information criteria. The diagnostic section includes the p-values for the following test statistics:
two generalized LM tests for the hypothesis of no serial correlation (order 1 and 2) in the residuals, an LM test
for the null of no remaining nonlinearity linked to it � 1, the LMc1 and LMc3 tests for the null of no remaining
nonlinearity linked to time, and the Jarque–Bera test for the null of residual normality.
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of them. Our findings confirm that, in such critical circumstances, the usual indicators
that inform monetary policy are temporarily set aside. This is in line with the stress
Svensson (2005) puts on the role of judgment in policy-making.

Given the available data and the estimation technique, we do not manage to
disentangle all the finer regimes at the same time. Thus in each estimation two regimes of
different length cover the whole sample under scrutiny. The shorter regime can be seen as
a ‘special regime’ that applies only to unusual economic conditions in response to which
central bankers change their usual policy conduct. On the contrary, the other one can be
interpreted as either the ‘general regime’ or the ‘remaining regime’ because it is likely to
include some finer regimes associated with concerns different from those proxied by the
transition variable.

Since most of the observations in the sample belong to the ‘general regime’, it follows
that its estimated coefficients are similar to those of the linear specification. This result
reconciles the good ex post descriptive properties of simple linear Taylor rules with the
judgmental way monetary policy decisions are in fact made. The linear specification, by
imposing a unique regime over the entire sample, does catch the broad contours of
monetary policy, but fails to take the ‘special regimes’ into account. Such ‘special
regimes’, however, contain relevant information about the monetary policy conduct.
Indeed, each of them refers to some special circumstances in which policy-makers
disconnect the automatic pilot and extensively use their judgment to make decisions.

It could be argued that what we call a regime switch is, instead, a prolonged deviation
of monetary policy from a ‘normal’ behaviour, which is represented by the linear Taylor
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FIGURE 6. Transition variable it � 1, with the estimated threshold for ZLB concerns marked.
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rule. If several regimes exist, however, a linear rule is an average of several finer rules and
it does not describe the policy stance associated with ‘normal’ economic conditions: an
‘average’ rule is not necessarily ‘the normal time’ rule. We do not exclude the existence of
such ‘normal time’ behaviour, yet we warn that this is not necessarily described by an
estimated linear Taylor rule.

At this point, a natural question to ask is whether inflation targeting is consistent
with the sequence of regimes we find during the Greenspan era. The reason to wonder is
twofold. First, according to Bernanke and Gertler (1999), the Fed has conducted an
implicit inflation targeting in recent years. Second, inflation targeting policies may
involve significant nonlinearities in the relationship between the interest rate and the
variables that describe the state of the economy. As Svensson (2003) points out, targeting
rules in general, and inflation targeting in particular, permit the rational exploitation of
all the information that a CB has access to, even if outside the scope of the model used to
describe the economy. Interestingly, this information is distilled in what can be
interpreted as the judgment of the CB, which was a crucial ingredient in the risk
management approach proposed by Greenspan. In this respect, we believe that the finer
regimes that our nonlinear analysis unveils are consistent with the Fed having adopted a
(quasi) inflation targeting approach.

Before concluding this section, we would like to bring up a final issue. One could
conjecture that those same events that drive monetary regime switches also (nonlinearly)
affect the CB’s expectations and the transmission mechanism of the economy. Testing
this hypothesis would importantly contribute to shedding light on expectations
formation and on the economic transmission mechanism. Yet this would require the
disclosure of the actual expectations the Fed has been using in recent years and these, at
the moment, are still not publicly available.

IV. CLOSING REMARKS

In view of some existing narrative evidence on the risk management approach advocated
by Greenspan, we investigate whether during his tenure the Fed’s monetary policy stance
nonlinearly changed due to the bank’s judgment on financial instability and the risk of
hitting the ZLB. To do so, we employ an LSTR estimation model, which allows us to
detect endogenously finer monetary policy regimes by exploiting observable indicators
which intercept these particular CB concerns. These finer regimes are sufficiently short to
be averaged out by a linear Taylor rule, but sufficiently important to be captured by an
LSTR model.

Using this framework we find that while a linear Taylor rule describes well the broad
contours of the Fed’s behaviour during Greenspan’s tenure, it neglects to detect
important changes in the policy stance in response to the fallout of the financial turmoil
in 2001 and the risk of hitting the ZLB in 2002–03. According to our findings, the
adoption of an appropriate nonlinear specification instead of a linear one leads to a
reduction in the errors of 60 bps in 2001Q4 and of 260 bps concentrated over the period
2001Q1 to 2003Q2. This implies that for 10 consecutive quarters a linear Taylor rule
misses the actual interest rate by an amount as large as a typical policy decision of 25 bps.

Finally, the paper contributes to the recent literature on the existence of changes in
the conduct of US monetary policy by identifying a novel source of nonlinearity in the
CB judgment over special events and/or contingencies.
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APPENDIX: INFLATION FORECAST-BASED NONLINEAR TAYLOR RULES

The baseline Taylor rule adopted in this paper employs contemporaneous output gap and inflation.
In the literature a different specification, where current inflation is replaced by its forecast, has
sometimes been estimated so as to (better) grasp the forward-looking behaviour of the monetary
authorities. In this appendix, we show that our results about the existence of finer regimes carry
over to this alternative specification. Since the exact inflation forecasts that the Fed used are not
available, we resort to the one-year-ahead private sector’s inflation forecasts (from the Survey of
Professional Forecasters) to estimate linear and nonlinear Taylor rules. As in the main text, we
consider zt and it � 1 as transition variables. The results of the estimations are reported in Table A1.

As indicated by the summary statistics, the relaxation of the linearity constraint improves the
goodness of fit of the forecast-based rule in both cases. We obtain the largest improvement when
the nonlinearity is associated with zt. As can be seen from Table A1 and from the residuals

TABLE A1

LINEAR AND LSTR ESTIMATES OF FORECAST-BASED TAYLOR RULESFTRANSITION VARIABLES Zt

AND it � 1

Linear

General concerns,

zt transition

ZLB concerns,

it � 1 transition

Estimate

St.

error

No high-

spread

regime

High-

spread

regime

No-ZLB

regime

ZLB

regime

Estimate

St.

error Estimate

St.

error Estimate

St.

error Estimate

St.

error

Coefficients

a 0.488 0.198nn 0.787 0.202nnn 0.812 0.217nnn 0.812 0.204nnn

bpt þ 4 0.415 0.062nnn 0.386 0.057nnn 0.404 0.058nnn 0.416 0.208nnn

by 0.186 0.026nnn 0.196 0.024nnn 0.203 0.024nnn

wz � 0.286 0.062nnn � 0.445 0.087nnn � 0.461 0.074nnn � 0.411 0.120nnn

rec � 0.030 0.008nnn

r1 1.124 0.081nnn 1.131 0.080nnn 0.803 0.089nnn 1.095 0.081nnn 1.181 0.292nnn

r2 � 0.358 0.067nnn � 0.348 0.068nnn � 0.321 0.069nnn

Parameters of the transition function

Speed (g) 67.802 1.146nnn 18.923 2.704nnn

Threshold (c) 2.843 0.012nnn 2.115 0.145nnn

Summary statistics

SSR 3.738 2.849 3.039

AIC � 2.823 � 2.959 � 2.895

BIC � 2.636 � 2.617 � 2.552

HQ � 2.748 � 2.822 � 2.758

Notes
This table reports the estimates and the standard errors of the coefficients of linear and nonlinear LSTR
specifications of a forecast-based Taylor rule. The sample period is 1987Q3 to 2005Q4. The table includes the
estimates of the parameters of the transition function G(lt;g, c) ¼ (1 þ expf � g(lt � c)g) � 1, where lt is either zt
or it � 1.
nn and nnn denote significance at the 5% and 1% levels, respectively.
The table also reports the sum of squared residuals (SSR) and the Akaike (AIC), Bayesian (BIC) and Hanna–
Quinn (HQ) information criteria.
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displayed in Figure A1, the finer (high-spread) regime resembles the one shown in the text and
generated by a contemporaneous rule.

Accounting for nonlinearity leads to a 230 bps improvement in the fit from 2001Q1 to 2003Q4,
without any significant difference over the remaining part of the sample. As shown in Figure A2,
the largest single improvement occurs in 2001Q4 and amounts to 45 bps. Similarly, adopting a
forecast-based rule to investigate the ZLB concern, we find an improvement of 150 bps over 9
quarters, starting in 2001Q4.
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NOTES

1. See Borio and Lowe (2004), Dolado et al. (2004), Karagedikli and Lees (2004), Taylor and Davradakis
(2006) and Surico (2007). Martin and Milas (2005), instead, focus on nonlinearities associated with
economic volatility.

2. See Clarida et al. (2000), Owyang and Ramey (2004), Osborn et al. (2005), Cogley and Sargent (2005),
Duffy and Engle-Warnick (2006), Boivin (2006), Sims and Zha (2006) and Haug and Siklos (2006).

3. Allegedly, Taylor-type rules tend to be incomplete and not robust to changes in the details of their
specification and to alternative measures of their determinants. On these and other criticisms see
Kozicki (1999), Orphanides (1998), Siklos and Wohar (2005), Carare and Tchaidze (2005), Svensson
(2003) and Woodford (2001).

4. The LM tests, the ACF and the PACF suggest the use of two lags, as also done in Judd and Rudebusch
(1998) and Woodford (2003, p. 41). An accurate specification of the linear model is crucial to avoid
over-rejection of the correct hypothesis of linearity.

5. An alternative forecast-based specification has been used in the literature to take into account the
forward-looking behaviour of the CB. As in Assenmacher-Wesche (2006) and according to what is
suggested by Svensson (1999), however, current values of inflation and output can be used as substitutes
for future expected inflation and output. As shown in the Appendix, our results also hold using a
forecast-based specification.

6. The BAA spreads are determined by the investors’ risk aversion and the solvency risk of the companies
issuing the assets encompassed in the index. When the spreads widen, an aggregate negative shock is
likely to have hit (or is expected to hit) the economy. Since CBs tend to react to such kinds of events by
relaxing monetary policy, we expect the variable to enter with a negative sign in the rule. This is in line
with the role played by credit-related variables found by Borio and Lowe (2004).

7. It is still debated whether the serial correlation in the errors is due to persistent omitted variables (as
maintained by Rudebusch 2002) or to authentic interest rate smoothing (as claimed by English et al.
2003, Castelnuovo 2003, and Gerlach-Kristen 2004).

8. We thank an anonymous referee for having raised this point. The results are available upon request.
9. For the application of the MSW model to detect the existence of multiple regimes in the US monetary

policy, see, for instance, Rabanal (2004), Owyang and Ramey (2004) and Assenmacher-Wesche (2006).
See Franses and van Dijk (2000) for a discussion and comparison of TAR, STR and MSW techniques.

10. Notably, even though it is possible to fail to detect a regime switch if a wrong indicator is adopted, this
would be only a Type II error. An error of Type I, that is, finding a policy change where there is none,
should not occur because the STR model nests the linear one.

11. For the estimation we modified the codes on ‘Regime-switching models for returns’ by Dick van Dijk.
12. Other researches have investigated whether stock market crashes affected the US monetary policy.

Among them see Gerlach-Kristen (2004) and Surico et al. (2005).
13. Following the approach developed by Franses and van Dijk (2000), we drop insignificant coefficients

and select the appropriate specification of the two regimes according to the minimum AIC.
14. This measure comes from the Survey of Professional Forecasters, released quarterly by the Federal

Reserve Bank of Philadelphia.
15. These results are consistent with those produced by Assenmacher-Wesche (2006).
16. The tests fail to reject the hypotheses of no residual correlation, no residual nonlinearity in zt, and

residual normality. The diagnostic test for parameter constancy, which considers time as alleged
transition, suggests the possible presence of additional unspecified nonlinearity.

17. The estimation of the rule in the special regime is also made difficult by the limited number of
observations belonging to it. Tackling this problem by using monthly data would have important
drawbacks. First, OLS estimations of Taylor rules at monthly frequency produce estimates with hard
economic interpretation. Second, specification problems with monthly data make the tests for
nonlinearity unreliable. Finally, Taylor-type rules and their stability conditions are meant for quarterly
frequency. On these grounds we have decided to stick to quarterly data.
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This paper studies the allocation of public spending between education services and infrastructure

investment in an endogenous growth model of a developing economy where public capital in infrastructure

affects human capital accumulation. The balanced growth path is derived and the possibility of local

indeterminacy is discussed. Dynamics associated with a budget-neutral reallocation of spending from

education to infrastructure are studied through numerical simulations. The growth-maximizing share of

investment in infrastructure is shown to depend on the goods production technology and the

‘productiveness’ of infrastructure in the schooling technology. Properties of the welfare-maximizing

solution are also discussed.

INTRODUCTION

Much of the current international debate on ways to spur growth, reduce poverty, and
improve the quality of human life in low-income developing countries has focused on the
need for a large increase in public investment in infrastructure (see, for instance, United
Nations Millennium Project 2005). In contrast to the early literature on the design of
adjustment programsFwhich often viewed public expenditure only through its impact
on fiscal deficits and mostly, therefore, as an instrument of short-run macroeconomic
adjustmentFthe current perspective has emphasized the supply-side effects of public
capital and its implications for private capital accumulation and economic growth.

The growth effects of public spending have also received much attention in the
analytical literature on endogenous growth. As shown in an influential early contribution
by Barro (1990) and much of the subsequent literature spawned by it, public services and
capital in infrastructure may promote growth through their effect on the productivity of
factors and the rate of return on capital, and the growth-maximizing rates of taxation
and public investment are in general positive. Moreover, this literature has also clarified
some of the potential trade-offs that may arise, in designing growth-maximizing policies,
between investment in infrastructure and other components of public spendingFsuch as
subsidies to private capital accumulation, maintenance expenditure and the provision of
education or health services. A key implication of this line of work is the importance of
distinguishing between productive public spending, which exerts direct supply-side
effects, and unproductive spending, which does not contribute (at least, not directly) to
growth. Productive spending includes therefore not only investment in infrastructure per
se, but also possibly current expenditure on education and healthFto the extent that
they affect directly the stock of human capital and the productivity of labour. Put
differently, from a growth perspective, the critical distinction in the government budget is
not between current (consumption) and capital (investment) expenditure, but between
productive and unproductive spending. In practice, of course, drawing the line between
these two components may not be straightforward. For instance, wages and salaries of
public servants can be viewed as (partially) productive if a better functioning bureaucracy
serves to facilitate private activity. In the same vein, spending on defence and security, or
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the environment, could be viewed as (partially) productive, because feeling safer or
breathing air of better quality may increase productivity. Conceptually, however, the
distinction remains fundamental for understanding how public expenditure affects
growth.

This paper contributes to the existing literature on productive public spending and
growth in several ways. It develops a Lucas-type endogenous growth model of a
developing economy with human capital accumulation and external effects associated
with public capital in infrastructure, and examines the dynamics of spending shifts as well
as the optimal determination of the tax rate and the shares of tax revenue allocated to
public infrastructure investment and education services. As, for instance, in Futagami
et al. (1993), Glomm and Ravikumar (1994), Fisher and Turnovsky (1998), Baier and
Glomm (2001), Turnovsky (1997, 2000), Gómez (2004), Yakita (2004) and Chen (2007),
public infrastructure is treated as a stock.1

A crucial feature of the model is that the production of human capital (an activity in
which only the public sector is engaged, as is often the case in poor countries) requires
not only public spending on education services but also access to infrastructure capital.
As discussed by Brenneman and Kerf (2002), a number of microeconomic studies have
documented a positive impact of infrastructure services on educational attainment,
possibly through an indirect improvement in health indicators. A better transportation
system and a safer road network (particularly in rural areas) help to raise school
attendance. Greater access to safe water and sanitation enhance the health of individuals,
increasing their ability to learn. Electricity allows more time to study and more
opportunities to use electronic equipment and other devices that may improve the
learning process. In quantitative terms, the difference that access to infrastructure makes
can be sizeable. For instance, in the late 1990s in Nicaragua, 72% of children living in a
household with electricity were attending school, compared to only 50% of those living
in a household without electricity (see Saghir 2005). As far as I know, this paper is the
first to account explicitly for these effects in a model where public infrastructure is treated
as a stock.2

The paper is organized as follows. The model is presented in Section I. Its balanced
growth path, and conditions for saddlepath stability (or local indeterminacy), are
derived in Section II. Given the complexity of the model, Section III uses numerical
techniques to examine the transitional and long-run effects of a switch in government
spending from education to infrastructure, for different values of the parameters
characterizing the human capital technology. The key issue here is whether reallocat-
ing funds from education to infrastructure can increase the growth rate, given that public
infrastructure capital affects the production of human capital. Section IV determines
the growth-maximizing shares of government spending on infrastructure investment
and education services, and characterizes some features of the welfare-maximizing
solution. As shown by Barro (1990), if public infrastructure services derive from flow
expenditures, the growth-maximizing rate of spending (or, equivalently, taxation in his
setting) is equal to the elasticity of output with respect to these services. A similar result
obtains when the flow of services is produced by the stock of public capital (see Futagami
et al. 1993), or when it is produced by a stock–flow combination (see Tsoukis and
Miller 2003), in the absence of maintenance costs.3 Here I examine how the growth-
maximizing allocation differs from the Barro rule, and more specifically how it depends
on the fact that public capital in infrastructure affects the human capital technology. The
final section summarizes the main results of the paper and offers some concluding
remarks.
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I. THE ECONOMY

Consider an economy populated by a representative, infinitely-lived household. It
produces and consumes a homogenous good, which can be used for consumption or
investment. The price of the good is fixed and normalized to unity for simplicity.
Population is constant and also normalized to unity. Schooling is mandatory, implying
that households cannot choose the allocation of time between education on the one hand,
and work and leisure on the other.4 The government invests in infrastructure (namely,
roads, water and sanitation, telecommunications and electricity) and provides education
services (such as books and other training materials). It balances its budget continuously,
by levying a flat tax on output.

Production

Aggregate output Y is produced with private physical capital KP, public infrastructure
capital KG, and human capital H, using a Cobb–Douglas technology:5

ð1Þ Y ¼ Ka
GH

bK1�a�b
P ;

where b[ð0; 1Þ. Thus production exhibits constant returns to scale in all factors (which
are all augmentable), with diminishing returns with respect to each of them. Evidence
supporting the assumption of constant returns to scale in labour, public capital and
private capital is provided in a variety of studies, including Otto and Voss (1998) and
Song (2002).6 Note that the aggregate function (1) does not imply diminishing returns to
scale at the level of the individual firm. Indeed, as discussed by Glomm and Ravikumar
(1994) and Agénor (2009), it can be derived by assuming constant returns to scale with
respect to private factors at the firm level, and an externality measured in terms of the
ratio of the public capital stock to the aggregate private capital stock. In that case,
therefore, public capital is non-excludable but partially rival.

Note also that public services in infrastructure are for simplicity taken to be directly
proportional to the stock of public capital. Extending the analysis to account for both
public capital and public services as separate production inputs (as in Ghosh and Roy
2004, for instance) is straightforward. Similarly, KP denotes both the stock of private
capital and the flow of services that this capital produces.

Household optimization

Abstracting from labour–learning–leisure choices, and assuming no government-
provided utility-enhancing services, the representative household maximizes the
discounted stream of future utility

ð2Þ max
C

U ¼
Z 1

0

lnC expð�rtÞ dt;

where C is aggregate consumption and r is the discount rate. As argued by Garcı́a-
Peñalosa and Turnovsky (2005, p. 1052), abstracting from labour–leisure choices is a
reasonable assumption in a model designed for low-income countries. Given the low
levels of goods consumption in these countries, it is unlikely that much leisure is
consumed to begin with.
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Assuming that capital does not depreciate, the household’s budget constraint is

ð3Þ C þ _KP ¼ ð1� tÞY ;

where t[ð0; 1Þ is the tax rate on output. Implicit in the analysis is the assumption that the
rent associated with public capital (an external input in the model) is collected by the
household-producer. This could be made explicit by introducing in the household’s
budget constraint some fixed factor that ‘soaks up’ the extra profits. An alternative
approach, as for instance in Palivos et al. (2003), would be to assume in (1) constant
returns to scale with respect to H and KP, and to let the exponents of KP and KG add up
to unity to obtain balanced growth paths, that is, Y ¼ Ka

GH
aK1�a

P , with a[ð0; 1Þ . This,
however, would imply implausibly high elasticities with respect to KG (of the order of
0.6), given the empirical evidence discussed later.

The household takes public policies as given when solving its optimization problem.
Let s � ð1� tÞð1� a� bÞ, so that s[ð0; 1Þ, and let l denote the shadow price of private
capital; maximizing (2) subject to (1) and (3) yields the familiar first-order condition

ð4Þ
_C

C
¼ s

KG

KP

� �a
H

KP

� �b

� r;

together with (3) and the transversality condition

ð5Þ lim
t!1

lKPðtÞ expð�rtÞ ¼ 0:

Production of human capital

Human capital is produced only by the public sector. Production is specified as a Cobb–
Douglas function of government spending on education GE, public capital in
infrastructure, and the existing stock of human capital. Thus infrastructure is essential
to the production of human capital; the view here is that schools cannot operate without
electricity and without water and sanitation. This should not, of course, be taken too
literally; schools may (and actually do, especially in rural areas) operate with sunlight
only, and students may be required to fulfil their own drinking water needs. But the
efficiency loss is also significant. Making infrastructure an essential input for the
production of knowledge helps to highlight the importance of infrastructure for
education outcomes, as documented by the microeconomic studies referred to in the
Introduction, and its implications for long-run growth.

Assuming no depreciation of skills, and abstracting from the (fixed) amount of time
that individuals must devote to attending school, the accumulation of human capital is
determined by

ð6Þ _H ¼ Gk1
E Kk2

G H1�k1�k2 ;

where k1; k2[ð0; 1Þ and k1 þ k2<1. The education technology exhibits therefore constant
returns to scale in all three inputs. Note that here public capital is also taken to be non-
excludable; roads, for instance, can be used equally by individuals to get to school, or by
firms to transport raw materials and final goods.

Equation (6) can be rewritten as

ð7Þ
_H

H
¼ GE

H

� �k1 KG

H

� �k2

:
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Government

The government collects a proportional tax on output. It invests in infrastructure capital,
GI, and provides education services that are used in the production of human capital. It
also spends on unproductive items (such as defence and protection of the environment),
in quantity GU. As noted in the Introduction, in practice the classification of public
expenditure into ‘productive’ and ‘unproductive’ is somewhat arbitrary; education
services, for instance, may include not only spending on goods (books, pencils, etc.) but
also teachers’ salariesFwhich may have a positive effect on their level of effort, and
therefore on the quality of human capital that they contribute to create. The main goal of
the present study, however, is to examine analytically the potential trade-offs in the
allocation of productive components of public spending only (a key policy issue for low-
and high-income countries alike), so a precise, practical definition is not needed.

The government budget constraint is thus given by

ð8Þ GE þ GI þ GU ¼ tY :

Both components of public spending are specified as constant fractions of tax
revenues, uE and uI , with uE ; uI [ð0; 1Þ:
ð9Þ Gh ¼ uhtY ; h ¼ E; I ;U:

Using these definitions, the government budget constraint can be rewritten as

ð10Þ uE þ uI þ uU ¼ 1:

Assuming also no physical depreciation, the stock of public capital in infrastructure
evolves over time according to7

ð11Þ _KG ¼ GI :

Goods market equilibrium

Finally, note that from (3), (8) and (11), the economy’s consolidated budget constraint
(or, equivalently, the goods market equilibrium condition) is

ð12Þ C þ _KP þ _KG þ GE þ GU ¼ Y :

II. BALANCED GROWTH PATH

The condensed dynamic form of the model is derived in the Appendix. Let
c ¼ C=KP; kG ¼ KG=KP and h ¼ H=KP; the dynamic system boils down to

ð13Þ _c

c
¼ OkaGh

b þ c� r;

ð14Þ
_h

h
¼ ðtuEÞk1ky1G h�y2 � ð1� tÞkaGhb þ c;

ð15Þ
_kG
kG
¼ tuI

kG
� ð1� tÞ

� �
kaGh

b þ c;
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where y1 � ak1 þ k2; y2 � ð1� bÞk1 þ k2 and O � s� ð1� tÞ ¼ �ð1� tÞðaþ bÞ<0.
The restriction k1 þ k2<1 implies that y1; y2[ð0; 1Þ.

These equations, together with the initial conditions h0 ¼ H0=KG;0>0
and kG;0 ¼ KG;0=KP;0>0, and the transversality condition (5), rewritten (using l ¼ 1=C) as

ð16Þ lim
t!1

c�1t expð�rtÞ ¼ 0;

characterize the dynamics of the economy. This yields therefore the following definition:

Definition 1. A competitive equilibrium corresponds to a set of functions fc; h; kGg1t¼0 and
a constant tax rate t such that individuals maximize utility, firms maximize profits,
markets clear, and the government budget is balanced. Thus equations (13), (14) and
(15), the transversality condition (16) and the budget constraint (10) must all be satisfied
at all times.

Based on this, a balanced growth equilibrium can also be defined:

Definition 2. The balanced growth equilibrium is a competitive equilibrium in which
consumption and the stock of human capital, as well the stocks of public and private
capital, all grow at the same constant rate, that is, _C=C ¼ _H=H ¼ _KP=KP ¼ _KG=KG ¼ g:

From equations (A2), (A4) and (A5) in the Appendix, together with (10), the
constant steady-state growth rate gFwhich is also the rate of growth of output, given the
assumption of constant returns to scaleFis given by the equivalent forms8

ð17Þ g ¼ s~kaG
~hb � r;

ð18Þ g ¼ ½tð1� uI � uUÞ�k1 ~ky1G
~h�y2 ;

ð19Þ g ¼ tuI ~ka�1G
~hb;

where ~x denotes the stationary value of x.
Consider now the following definition of a non-degenerate balanced growth

equilibrium path:

Definition 3. A non-degenerate balanced growth equilibrium must satisfy the following
conditions.

(a) The growth rate is strictly positive.
(b) The utility integral in (2) converges,

R1
0 lnC expð�rtÞ dt<1.

(c) The transversality condition (16) is satisfied.
(d) The steady-state value of the consumption–private capital ratio is strictly

positive.

From (17), it can be verified that condition (a) holds as long as the rate of time
preference is not too high. It can also be readily verified that, given the specific functional
form adopted here, the utility integral converges, so that condition (b) is satisfied.
Because consumption and the stock of private capital grow at the same constant rate
along any equilibrium path with g>0, the ratio c ¼ C=KP is constant, which implies that
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condition (c) is satisfied. Finally, setting _c ¼ 0 in equation (13) yields

ð20Þ ~c ¼ r� O~kaG
~hb;

which implies, because O<0, that the steady-state value of the consumption–private
capital ratio is strictly positive. These results can therefore be summarized in the
following proposition:

Proposition 1. For a given tax rate and spending shares, a unique, non-degenerate
equilibrium with a strictly positive balanced growth rate and a stationary consumption–
capital ratio ~c>0 exists if the discount rate is not too high.

To investigate the dynamics in the vicinity of the steady state, equations (17) to (19)
can be linearized to give

ð21Þ
_c
_h

_kG

2
4

3
5 ¼

~c a12 a13
~h a22 a23

~kG a32 a33

2
4

3
5

c� ~c
h� ~h

kG � ~kG

2
4

3
5;

where the aij are given by

a12 ¼ b~cO ~kaG
~hb�1<0;

a13 ¼ a~cO ~ka�1G
~hb<0;

a22 ¼ �y2ðtuEÞk1 ~ky1G
~h�y2 � bð1� tÞ~kaG ~hb<0;

a23 ¼ y1ðtuEÞk1 ~ky1�1G
~h1�y2 � að1� tÞ~ka�1G

~h1þb;

a32 ¼ b~kG½tuI ~k�1G � ð1� tÞ�~kaG ~hb�1;

a33 ¼ a½tuI ~k�1G � ð1� tÞ�~kaG ~hb � tuI ~ka�1G
~hb:

To establish the sign of a23, a32 and a33, note that from the alternative definitions of
the steady-state growth rate g given in the text, as well as the fact that, from (A1) in the
Appendix, g ¼ ð1� tÞ~kaG ~hb � ~c, we have

a23 ¼ y1 ~hg=~kG � a~hðgþ ~cÞ=~kG;

a32 ¼ b~kGg=~h� b~kGðgþ ~cÞ=~h ¼ �b~kG~c=~h<0;

a33 ¼ a½g� ðgþ ~cÞ� � g ¼ �a~c� g<0:

The sign of a23 remains in general ambiguous. Because ~c>0, a necessary (although
not sufficient) condition for a23>0 is y1>a. Given that y1 � ak1 þ k2, this condition is
equivalent to að1� k1Þ<k2, which implies that the effect of infrastructure in the human
capital accumulation technology must be sufficiently strong.9

Among the three variables whose dynamics drive the system, c can adjust
instantaneously whereas h and kG are predetermined. Therefore the equilibrium path
in the neighbourhood of the unique steady-growth equilibrium is locally determinate if
the Jacobian matrix in (21), denoted J, has only two eigenvalues with negative real part,
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that is, one unstable (positive) root. If all three eigenvalues have negative real parts, then
the equilibrium is locally indeterminate.

Let PðlÞ ¼ �l3 þ b2l
2 � b1lþ b0 denote the characteristic polynomial of J, where

b2 ¼ tr J, b0 ¼ det J and b1 is the sum of the determinants of the leading principal minors
of order 2 of matrix J:

b1 ¼
~c a12
~h a22

����
����þ

~c a13
~kG a33

����
����þ

a22 a23
a32 a33

����
����:

The Routh–Hurwitz conditions for stability imply the following restrictions:

Conditions 1–3. b1<0; b2<0; 0<b0<b2b1.

The condition b0>0excludes one or three negative roots (but not two negative roots),
whereas b2<0 ensures at least one negative root. However, it cannot be guaranteed that
these conditions always hold.10 Consider, for instance, the condition b2<0. From the
definition of a22, it can be established that a22 ¼ �y2g� bðgþ ~cÞ. Combining this result
with the above definition of a33 yields

trJ ¼ ð1� a� bÞ~c� ð1þ bþ y2Þg;

which is in general ambiguous in sign.11 On the basis of these results, the following
proposition can be stated:

Proposition 2. Under conditions 1–3, the economy exhibits saddlepath stability in the
neighbourhood of the balanced growth path. In general, however, the equilibrium path
may be locally indeterminate.

Local indeterminacy of the equilibrium means that expectations determine the
equilibrium path, given that in that case the initial level of consumption can be freely
chosen. Although it is difficult to prove it analytically through direct calculations, it is
intuitively clear that the source of local indeterminacy in the model is fundamentally
related to the sector externalities associated with public infrastructure, as measured by a
and k2.

12 That this must be so can be inferred from the fact that if a ¼ k2 ¼ 0, then
a13 ¼ a23 ¼ 0 and the system becomes recursive; the dynamics of c and h become

independent of kG. Saddlepath stability then requires ~ca22 � ~ha12<0. Because now

O ¼ �ð1� tÞb, the expression on the left-hand side is �~cy2ðtuEÞk1 ~ky1G
~h�y2 , which is

indeed negative. Indeterminacy (which requires two negative roots) cannot occur,
because the eigenvalues are of opposite sign.

With a>0 and k2>0, however, it is possible for the the balanced growth equilibrium
to be locally indeterminateFeven with k1 ¼ 0. Intuitively, if agents expect the
government to provide additional infrastructure capital, to be used in the production
of goods either directly or indirectly (to the extent that it increases the rate of
accumulation, and availability, of human capital), they will save and invest more because
they would then expect the future return on private capital to increase. As a result,
output will rise, and so will tax revenuesFwhich leads indeed to higher public investment
in infrastructure. Agents’ initial expectations are thus fulfilled, leading thereby to
indeterminacy of equilibrium paths.

Moreover, in the present setting, the possibility of local indeterminacy depends
critically on the fact that the production of human capital requires also public
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infrastructure (that is, k2>0). With k2 ¼ 0, local indeterminacy would require either
implausibly high values of a and k1 or the existence of congestion effects, as for instance
in Chen and Lee (2007). Nevertheless, in the numerical simulations performed in the next
section, the analysis is restricted to a range of (empirically plausible) parameter values for
which the system is indeed saddlepath stable.

III. CALIBRATION AND POLICY EXPERIMENTS

Because the complexity of the model precludes an analytical exploration of its
transitional dynamics, in this section I resort to numerical techniques to examine the
short- and long-run effects of a budget-neutral switch in government spending from
education to infrastructure, for different values of the parameters characterizing the
human capital technology.

I will focus in what follows on the parameters k1 and k2, and address the following
question: given a set of plausible alternative values for the parameters k1 and k2, is a
budget-neutral reallocation of government expenditure from education services to public
investment in infrastructure conducive to higher growth? As noted in the Introduction,
this is an important issue from the practical perspective of a low-income country which
must decide on how best to allocate scarce resources to maximize their impact on growth
and reduce poverty.

Calibration

Given that consumption is a forward-looking variable, the numerical solution procedure
that I use is the ‘extended path’ method of Fair and Taylor (1983). This procedure is
quite convenient (once a discrete-time approximation of the model is written) because it
allows one to solve perfect foresight models in their nonlinear form, through an iterative
process.13 This is important, given recent evidence suggesting that linearization of growth
models with productive public spending may entail significant errors (see Atolia et al.
2008). The terminal condition imposed on consumption (the only forward-looking
variable in the model) is that its growth rate at the terminal horizon (tþ 40 periods here)
must be equal to the growth of the private capital stock, given the condition that
c ¼ C=KP must be constant along the balanced growth path. I discuss next the
calibration procedure and the baseline solution, and then examine the simulation results
themselves.

The numerical values assigned to the variables and parameters of the system dwell as
much as possible on the existing empirical literature and are chosen to roughly match
some well-documented facts about low-income developing countries.

I consider an economy with a relatively low stock of public capital to begin with.
Specifically, the public capital stock is set so that the initial public capital–output ratio is
0.6. This ratio is quite low by industrial-country standards but it is consistent with the
average estimate of the net public capital stock obtained by Arestoff and Hurlin (2005b,
Table 3) for a group of developing countries.14 The private capital stock is set so that the
initial private capital–output ratio is 1.4, implying that the private–public capital ratio is
about 2.3, or equivalently an initial value of kG equal to 0.4. Thus, of the two components
of physical capital, public capital is the relatively scarce factor; this is consistent with the
view (shared by many observers) that lack of public infrastructure is a major impediment
to growth (and private capital accumulation) in poor countries. More specifically it is
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consistent with the evidence for sub-Saharan Africa, which suggests that the region has
some of the lowest rates of access to infrastructure, measured in terms of paved roads,
safe water and improved sanitation, telecommunications and electricity (see World Bank
2006). The initial value of kG chosen here is also similar to the value selected by Atolia et
al. (2008, p. 18) when the elasticity of intertemporal substitution in their model is set
equal to unity.

The elasticities of production of goods with respect to public capital and human
capital, a and b respectively, are set equal to 0.15 and 0.45. The value of a used here
corresponds to the one estimated by Easterly and Rebelo (1993) and used by Rioja
(2005). Cerra et al. (2008) also use a value of 0.15 for the elasticity of non-traded output
with respect to government spending in their simulations. In the same vein, Bose et al.
(2007, Table 3), in a growth regression for 30 developing countries that explicitly
accounts for the government budget constraint, found a coefficient of 0.15 for public
capital expenditure. Baier and Glomm (2001), Rioja and Glomm (2003) and Chen (2003,
2007) use instead an estimate of a of 0.1, which is close to the figure of 0.11 estimated by
Hulten (1996). By comparison, Esfahani and Ramı́rez (2003, Table 4) found estimates of
the elasticities of per capita GDP growth ranging from 0.08 to 0.16, when infrastructure
capital is measured as the number of telephone lines or power generation capacity,
whereas Canning (1999) estimates an elasticity of output per worker with respect to
infrastructure (as measured by the number of telephone lines) equal on average to 0.14
for his full sample, and close to 0.26 for higher-income countries. For their part, Arestoff
and Hurlin (2005b, Tables 2 and 7) found elasticities of output per worker ranging from
0.05 to 0.19 when infrastructure stocks are used, and from 0.04 to 0.22 when estimates of
public capital stocks are used, in the absence of threshold effects. Thus the estimate used
here for a is consistent with the upper range of the values estimated by Esfahani and
Ramı́rez, and Arestoff and Hurlin, as well as the lower range of Canning’s results.

The estimates of a and b used here imply a share of private capital in output equal to
0.4. Ortigueira (1998, p. 337) and Rivas (2003, Table 1) also use a share of 0.4, whereas
Rioja and Glomm (2003, Table 2) use an estimate of 0.45. In their empirical estimates for
a panel of 52 countries covering the period 1965–95, Cole and Neumayer (2006, p. 925)
find a value of 0.37, which is close to the value used here.

Consider now the human capital technology. The elasticities with respect to
government spending on education services and public capital in infrastructure, k1 and k2
respectively, are set equal to 0.2 and 0.1 in the base case. The first estimate is twice the
size of the estimate used by Rioja (2005) and the econometric estimate obtained by
Blankenau et al. (2007) for their full sample. However, it is consistent with the parameter
value used by Chen (2005). The higher estimate used here is probably quite relevant for
low-income countries, where education (at least at the primary and secondary levels) is to
a very large extent publicly provided.15 An appropriate value of k2 is more difficult to pin
down, because the empirical evidence is mostly microeconomic in nature (see Brenneman
and Kerf 2002). At the same time, as noted earlier, assessing the impact of infrastructure
on education and growth is a key purpose of the model. Accordingly, I chose a relatively
low initial value of k2 ¼ 0.1 and performed sensitivity analysis along the lines discussed
below.

The initial stock of human capital, H, is calibrated in such a way that it gives an
initial private physical capital–human capital ratio of 0.5 (that is, an initial value of h
equal to 2), a public capital–human capital ratio of 0.21, and thus an overall physical
capital–human capital ratio of 0.71. These ratios (together with the capital–output ratios
mentioned earlier) capture fairly well the view that the country considered is poor and
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endowed with a relatively abundant supply of labour, while facing at the same time a
relative scarcity of physical (particularly public) capital.

The rate of time preference, r, is set at 4%, a fairly conventional choice in this
literature. This leads to a discount factor of approximately 0.96 (see, for instance, Canton
2001, Table 1, and Ghosh and Roy 2004, Tables 1 and 2). Private consumption, C, is set
so that it represents about 85% of initial output. This value is quite sensible for many
low-income countries, where the low level of income, to begin with, constrains the ability
of households to allocate resources to savings and investment (see Agénor and Montiel
2008). This is also consistent with current estimates of private savings rates for sub-
Saharan Africa, which are of the order of 9–10%.

I assume that neither the tax rate nor the spending shares are chosen optimally in the
initial equilibrium. This is a reasonable assumption for numerical exercises that are
meant to capture the reality of fiscal policy-making in developing countriesFespecially
the low-income ones, where tax systems are subject to large inefficiencies and expenditure
is often poorly allocated, due to pervasive corruption and a shortage of qualified
personnel in public administration. Specifically, regarding fiscal variables, the tax rate on
output (which is also the share of total government spending in output), t, is set at 0.2.
This value is in line with actual ratios for many low-income countries, where
taxationFwhich is essentially indirect in natureFprovides a more limited source of
revenue than in higher-income countries (see Bird and Zolt 2005). It is also similar to the
value used by Chen and Lee (2007, p. 2501). The initial shares of government spending
on infrastructure services and education services, uI and uE respectively, are set at 0.3 and
0.2, implying from the budget constraint (10) that the share of unproductive spending is
given by uU ¼ 1� uI � uE ¼ 0:5. This value is quite reasonable, given that it represents in
practice the share of a variety of government outlays in total tax revenueFnot only wages
and salaries but also other current spending (including transfers to households and
subsidies, military and police expenditure, etc.), which were not explicitly accounted for in
the model. Multiplying these shares by the tax rate implies therefore that spending on
infrastructure investment represents 6.0% of output in the base period, whereas spending
on education services amounts to 4.0% of output. By comparison, Rioja (2005, p. 6)
reports averages for uI and uE of 7.3% and 2.9% of GDP, respectively, for a group of 9
upper-income Latin American countries, whereas Rioja and Glomm (2003, Table 1) report
shares of 3.05% and 3.13% for a larger group of 17 Latin American countries. However,
these studies also indicate that there is considerable heterogeneity across countries. This is
also what one would expect for low-income countries, based on the data on capital
expenditure compiled by Arestoff and Hurlin (2005a). The estimates used here can be
viewed as representing the ‘intermediate’ case of a government committed to allocating half
of its resources to productive uses, physical and human capital accumulation.

Calibration of the model around these initial values and parameters (which involves
also determining appropriate multiplicative constants in the production functions for
goods and human capital) produces the baseline solution. Given the values described
above, the initial steady-state growth rate is equal to 3.4%. Given a typical rate of
population growth in the range 2.7–3.0% per annum in low-income countries, this gives
an empirically plausible per capita growth rate in the range 0.4–0.7%. Persistent per
capita growth at relatively low rates is one of the key feature of the ‘poverty trap’ that
many poor countries are caught in.

In the results reported next, three alternative values are chosen for the parameters
characterizing the human capital technology, k1 and k2: the base case referred to earlier,
with k1 ¼ 0.2 and k2 ¼ 0.1, as well as two alternative scenariosFa ‘high infrastructure’
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case, where k1 ¼ 0.2 and k2 ¼ 0.2, and a ‘high education services’ case, where k1 ¼ 0.3
and k2 ¼ 0.1. A new baseline is, of course, calculated for each set of parameters.

Steady-state effects

Consider first the long-run effects of a budget-neutral switch in government spending
from education to infrastructure. Intuitive reasoning suggests that such a policy shift
would yield ambiguous effects on the economy’s growth rate. The more ‘productive’
public capital in infrastructure is in the production of goods (relative to how productive
the stock of human capital is) and the production of human capital (relative to how
productive government spending on education services is), the more likely it is that the
growth rate will increase. Put differently, the growth effect should depend positively on
the ratios a/b and k2/k1.

More formally, equation (17) yields

ð22Þ dg
duI
¼ g a

d~kG
duI

 !
~k�1G þ b

d~h

duI

 !
~h�1

" #
;

whereas equation (18), with duI ¼ �duE (given that dt ¼ 0), gives an alternative
expression that must also hold:

ð23Þ dg
duI
¼ g � k1

uE
þ y1

~kG

d~kG
duI

 !
� y2

~h

d~h

duI

 !" #
:

These two results show that the effect on the growth rate is in general ambiguous; as
discussed in the Appendix, it depends on the effect of the shock on d~kG=duI and d~h=duI ,
which in turn depends on k1 and k2. Specifically, as shown in the Appendix, d~kG=duI >0,
whereas d~h=duIw0; an increase in uI always raises the steady-state public–private capital
ratio, but has an ambiguous effect on the human capital–private capital ratio. Moreover,
the ambiguous nature of the latter effect persists even with k2 ¼ 0, in which case
y2 � ð1� bÞk1. The intuitive reason is that regardless of whether or not public capital
affects the human capital technology, a trade-off exists between spending components as
long as both types of outlays are productive. Indeed, as also shown in the Appendix,
when k1 ¼ 0, in which case y1 ¼ y2 � k2, d~h=duI>0. Expression (22) yields therefore
dg=duI >0. At the same time, however, it can also be verified that in the general case a
higher value of k2 makes it more likely (everything else equal) that d~h=duI >0. From (22)
and the results in the Appendix, it is clear that the higher the value of a relative to b, the
larger the positive effect of d~kG=duI , and the more likely it is that the spending shift will
increase growth. The numerical results presented next corroborate these findings.

Transitional dynamics

Consider now the transitional dynamics associated with a budget-neutral shift in the
composition of government spending that takes the form of an increase in the share of
investment in infrastructure, from 0.3 to 0.4, coupled with a reduction in the share of
spending on education services, from 0.2 to 0.1. In proportion of output, this shift
represents an increase in spending on infrastructure investment from 6% to 8%, with a
concomitant reduction in spending on education from 4% to 2%. The same experiment
is run for the three cases described earlier regarding the values of the parameters
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characterizing the human capital technology. By contrasting these three cases, the
simulations provide a sense of the importance of the inclusion of infrastructure capital in
the education technology for the transitional dynamics and the steady-state behaviour of
the economy.

The effects of the expenditure switch on the consumption–private capital ratio, the
ratio of human capital to private physical capital, and the ratio of public to private
capital are shown in Figure 1. The three lines correspond to the three sets of values for k1
and k2 given earlier, with the continuous plot corresponding to the base case of k1 ¼ 0.2
and k2 ¼ 0.1.

On impact, neither stock of physical capital (public or private) can change, and
neither can the stock of human capital. As a result, output and tax revenues are also
constant. But in all three cases, consumption (and thus the ratio of consumption to
private capital) jumps upward. In subsequent periods, the shift in government spending
translates into a lower stock of human capital, whereas the stock of public capital in
infrastructure increases. The latter effect raises the marginal productivity of private
capital, whereas the former reduces it. Although the elasticity of output with respect to
public infrastructure is substantially lower than its elasticity with respect to human
capital (0.15 against 0.45, respectively), the net effect is an increase in the marginal
productivity of capital, thereby raising the incentive to save and invest. At the same time,
however, the positive income effect (associated with the higher capital stock and output)
tends to increase consumption.

The combination of increasing stocks of private and public capital translates also,
during a first phase, into higher output, despite a falling stock of human capital. The
adjustment process, for all three sets of values for ðk1; k2Þ, is nonmonotonic: at first, the
consumption–private capital ratio and the ratio of public to private capital increase,
whereas the ratio of human capital to private physical capital falls. As could be expected,
the drop in the stock of human capital is lower in the ‘high infrastructure’ case (where
k1 ¼ 0:2 and k2 ¼ 0:2), whereas it is more pronounced in the ‘high education services’
case (where k1 ¼ 0:3 and k2 ¼ 0:1). The initial increase in the consumption–private
capital ratio is also considerably more significant in the ‘high education services’ case.
The reason is that the future increase in the marginal product of capital is less
pronounced in that case; the incentive to shift consumption forward (and save more
today) is therefore mitigated and the income effect largely dominates. After reaching a
peak, the consumption–private capital and public–private capital ratios start falling,
whereas the human capital–private physical capital ratio starts increasing. Essentially,
because of an initial phase of higher private capital accumulation, and lower
accumulation of human capital, the marginal product of capital begins to fallFand so
do output and consumption. In fact, in the ‘base’ and ‘high infrastructure’ scenarios,
adjustment of the consumption–private capital ratio is oscillatory: after the third period,
the ratio drops below its baseline value and recovers only gradually. This drop is more
pronounced in the ‘high infrastructure’ case, because the adverse effect of the spending
shift on the rate of accumulation of human capital is less dramatic, implying that the
marginal product of capital falls by less, and therefore that private capital accumulation
is higher.

In the long run, the shock has no discernible effect on the consumption–capital ratio
in the ‘base’ and ‘high infrastructure’ cases, and only a small positive effect in the ‘high
education services’ case. By contrast, the human capital–private capital ratio converges
to a permanently lower value relative to the baseline scenario (by about � 0.6 percentage
points in the ‘base’ and ‘high infrastructure’ cases, and � 1.1 percentage points in the
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‘high education services’ case), whereas the public–private capital ratio converges to a
permanently higher value (about 2.4 percentage points in all three cases). For the public–
private capital ratio, the long-run change is not significantly affected by the choice of the
parameters ðk1; k2Þ, in contrast to the other ratios. But in all three scenarios, the effect on
the economy’s growth rate is negligible in the long run, with a slightly higher effect in the
‘high infrastructure’ case relative to the other two cases. The key reason of course is that,
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FIGURE 1. Shift in spending from education to infrastructure (absolute deviations from baseline, in per cent).
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as shown in the figure, kG and h evolve in opposite directions; their impacts on the growth
rate therefore offset each other to some extent. Qualitatively, the behaviour of the growth
rate tends to follow the same inverted U-shape pattern as the public–private capital ratio
shown in the bottom panel of Figure 1.

The foregoing discussion suggests therefore that, given a plausible calibration, a
budget-neutral shift in spending from education to infrastructure has limited effects on
long-run growth. In a sense, increasing spending on one component while decreasing the
other simultaneously tends to have largely offsetting effects, given the overall structure of
the model and the calibrated parameters. At the same time, however, simulation results
do support the intuition that long-run effects on growth of a reallocation of spending
toward infrastructure investment are higher when infrastructure has a larger impact on
the human capital technology. This implies that relatively large shifts in spending would
be required for growth to fall. This is in contrast with the results of Rioja (2005), who
showedFusing an OLG model and a schooling technology that does not depend on
infrastructureFthat a relatively small shift in spending of the type considered here
unambiguously lowers steady-state growth.16

IV. OPTIMAL POLICIES

The potential trade-off between spending on infrastructure investment and spending on
education services has been well recognized in the recent literature on ‘flow’ models of
government expenditure, in which infrastructure services affect the economy’s ability to
produce human capital (see Agénor 2008a, b). This section discusses how the presence of
the stock of public infrastructure assets in the human capital technology affects the
determination of growth- and welfare-maximizing fiscal policies.

Growth-maximizing policy

I first examine the determination of the optimal tax rate, holding expenditure shares (that
is, the composition of tax revenues) constant. Let e~y=z denote the elasticity of the steady-
state value of g with respect to z; setting @g=@t ¼ 0 in equations (17), (18) and (19) yields
the following system of equations in t, e~kG=t

and e~h=t:

ð24Þ tn=ð1� tnÞ ¼ ae~kG=t
þ be~h=t;

ð25Þ y1e~kG=t
� y2e~h=t ¼ �k1;

ð26Þ ð1� aÞe~kG=t
� be~h=t ¼ 1:

The last two equations can be solved simultaneously for e~kG=t
and e~h=t, yielding:

e~kG=t
¼ bk1 þ y2

D
; e~h=t ¼

y1 þ ð1� aÞk1
D

;

where D � �by1 þ ð1� aÞy2 ¼ ð1� a� bÞðk1 þ k2Þ>0.
Simplifying these expressions yields

e~kG=t
¼ e~h=t ¼

1

1� a� b
;
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which indicates that the elasticities of the steady-state values of the public–private capital
ratio and the human capital–capital ratio with respect to the tax rate must be the same at
the optimum. These results can be substituted in equation (24) to lead to the following
proposition:

Proposition 3. With spending shares on education services and infrastructure investment
held constant, the growth-maximizing value of the tax rate is tn ¼ aþ b[ð0; 1Þ.

This result confirms the one derived in a previous contribution (see Agénor 2008a), in
which public infrastructure was treated as a flow. In a sense, therefore, both results confirm
those obtained in Barro-type models where human capital is absent. In the present setting,
where human capital is also productive, the optimal tax rate is higher than a by a factor b.17

Next, consider the optimal allocation of spending between education services uE and
infrastructure investment uI , for a given tax rate t, and for uU ¼ 0 for simplicity. As a
result of the budget constraint (10), only one of these shares can be chosen independently.
In what follows, it will be assumed that the government determines optimally uI , with uE
determined through (10).

Setting @g=@uI ¼ 0 in equations (17), (18) and (19), and using (10), yields the
following system of equations in t, e ~kG=uI

and e~h=uI
:

ð27Þ ae~kG=uI
þ be~h=uI

¼ 0;

ð28Þ y1e~kG=uI
� y2e~h=uI

¼ k1unI =ð1� unI Þ;

ð29Þ ð1� aÞe~kG=uI
� be~h=uI

¼ 1;

where y1 and y2 are as defined before. Combining (27) and (29) yields

e~kG=uI
¼ 1;

which indicates that the elasticity of the steady-state value of the public–private capital
ratio with respect to the share of spending on infrastructure must be equal to unity at the
optimum. From (27), this implies that e~h=uI

¼ �a=b. Substituting both results in (28) yields

unI
1� unI

¼ k�11 y1 þ
ay2
b

� �
:

Further manipulations lead to the following proposition:

Proposition 4. With a constant tax rate, the growth-maximizing allocation of spending
between education services and infrastructure investment is given by

ð30Þ unI ¼
ak1 þ ðaþ bÞk2
ðaþ bÞðk1 þ k2Þ

[ð0; 1Þ; unE ¼ 1� unI :

Thus, in general, the growth-maximizing share of investment in infrastructure
depends not only on the parameters characterizing the goods production technology, a
and b, but also on those characterizing the human capital technology, k1 and k2. In
particular, the following corollary can be established from Proposition 4:

Corollary 1. An increase in the elasticity k1 (k2) in the human capital technology lowers
(increases) the growth-maximizing share of spending on infrastructure investment.
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It can also be verified that when k2 ¼ 0, unI ¼ a=ðaþ bÞ, as shown elsewhere in a flow
specification (see Agénor 2005, 2008a). Put differently, if infrastructure capital has no
effect on the human capital technology, the optimal allocation of public expenditure
depends solely on the relative importance of elasticities of goods production with respect
to human and public capital. And naturally enough, if government spending on
education services has no effect on the production of human capital (so that k1 ¼ 0), then
unI ¼ 1. The same result is obtained if human capital has no effect on production (b ¼ 0),
regardless of the values of k1 and k2.

The following result can also be readily established from (30):

Corollary 2. The growth-maximizing share of investment on infrastructure is such that
unI >a, regardless of whether k2*0.

In other words, the growth-maximizing spending share on infrastructure investment
exceeds the elasticity of output with respect to public capital in infrastructure, as
predicted by the Barro rule. This result holds even if k2 ¼ 0. The reason of course is that
the goods production technology implies that a higher stock of public capital in
infrastructure raises the marginal productivity of both private capital and human capital.
Note, however, that if k2 ¼ 0, then k1 has no effect on the optimal spending share; put
differently, the education technology matters for the optimal policy only if public capital
in infrastructure is an essential input in the production of knowledge.

Welfare-maximizing policy

Consider now the first-best welfare-maximizing policy, which involve a planner choosing
optimally all quantities and policy instruments so as to maximize (subject to appropriate
constraints) the household’s discounted lifetime utility. Again, because the government
budget constraint must hold at all times, one of the spending shares must be determined
residually; in what follows, it will be assumed that uI is determined optimally while uE is
set residually through (10).

To begin with, note that the economy’s aggregate resource constraint (12) can be
rewritten, using (9) and (10) with uU ¼ 0 for simplicity, as

ð31Þ _KP þ _KG ¼ ½1� tð1� uI Þ�Y � C;

whereas from (6), (9) and (10),

ð32Þ _H ¼ ½tð1� uIÞ�k1Yk1Kk2
G H1�k1�k2 :

The social planner’s problem is thus to maximize (2), subject to (1), (31) and (32),
with respect to C, t, uI, KP, KG, H and Y. The Hamiltonian can be written as

L ¼ lnC þ z1 ½1� tð1� uI Þ�Y � Cf g

þ z2½tð1� uIÞ�k1Yk1Kk2
G H1�k1�k2 þ mðKa

GH
bK1�a�b

P � YÞ;

where z1 and z2 denote the co-state variables associated with constraints (31) and (32),
respectively, and m is the Lagrange multiplier associated with the production function (1).
Optimality conditions are given by

ð33Þ @L
@C
¼ 0 ) 1

C
¼ z1;
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ð34Þ @L
@t
¼ 0 ) �z1ð1� uI ÞY ¼ �z2

k1 _H

t
;

ð35Þ @L
@uI
¼ 0 ) z1tY ¼ z2

k1 _H

1� uI
;

ð36Þ @L
@Y
¼ 0 ) z1½1� tð1� uI Þ� þ z2

k1 _H

Y
¼ m;

ð37Þ @L
@KP

¼ mð1� a� bÞ Y

KP

� �
¼ � _z1 þ rz1;

ð38Þ @L
@KG

¼ z2
k2 _H

KG
þ ma

Y

KG

�
¼ � _z1 þ rz1;

�

ð39Þ @L
@H
¼ z2

ð1� k1 � k2Þ _H

H
þ mb Y=Hð Þ ¼ � _z2 þ rz2;

together with (1), (31) and (32), and the transversality conditions

ð40Þ lim
t!1

z1KP expð�rtÞ ¼ lim
t!1

z1KG expð�rtÞ ¼ lim
t!1

z1H expð�rtÞ ¼ 0:

A complete characterization of the dynamics of the model can be conducted along
the lines outlined in the previous sections. It is omitted here because it is not necessary to
highlight some of the key features of the optimal solution and the role of k2. Indeed, note
first that from (35) and (36), z1 ¼ m. From (37) and (38),

mð1� a� bÞ Y

KP

� �
¼ z2

k2 _H

KG
þ ma

Y

KG

� �
:

Second, from (36) and z1 ¼ m; z2 _H ¼ tð1� uI ÞmY=k1. Substituting this result in the
above expression yields

mY
ð1� a� bÞ

KP
¼ k2tð1� uI ÞmY

k1KG
þ ma

Y

KG

� �
;

which can be rearranged to give

ð41Þ kG ¼
1

1� a� b
aþ k2tð1� uI Þ

k1

� �
:

Along the balanced growth path, the public–private capital ratio is constant at ~kG.
From (41), this implies that either the tax rate and the spending share on infrastructure
are both constant as well or, if they are time-varying, they move in exactly the same
direction, that is, _uI=uI ¼ _t=t. In addition, in the first case the model displays no
transitional dynamics with respect to kG, which cannot deviate from its steady-state
value. Intuitively, the social planner chooses the allocation between the two types of
capital so that their shadow values are equal. As a result, the optimal capital ratio
remains constant at all times. This implies also that one of the two fiscal policy
instruments can be set arbitrarily. Intuitively, what this means is that from a welfare
perspective, it is the total claim on the economy’s resources that matters; the optimal
share of infrastructure spending in output can be achieved by combining either a high tax
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rate and a low share of spending, or a low tax rate and a high share of expenditure. These
results can be summarized in the following proposition.

Proposition 5. Under the first-best welfare-maximizing solution, constancy of the public–
private capital ratio along the balanced growth path implies that either the tax rate and
the spending share on infrastructure are both constant or, if they are time-varying, they
move in the same direction. In the first case the model displays no transitional dynamics
with respect to the public–private capital ratio, and one of the fiscal instruments can be
set arbitrarily.

A final result that is worth pointing out is that inspection of (41) reveals that with
k2 ¼ 0, kG ¼ a=ð1� a� bÞ, which is nothing but the ratio of the elasticities of output
with respect to each physical capital stock (see equation (1)). In that case, regardless of
whether or not the tax rate and the spending share on infrastructure are constant, the
model cannot exhibit transitional dynamics with respect to the public–private capital
ratio. Thus accounting for the impact of infrastructure on the human capital technology
has important implications for the dynamics of the economy under the welfare-
maximizing solution as well.

V. CONCLUDING REMARKS

The purpose of this paper has been to analyse trade-offs between public spending on
infrastructure investment and the provision of education services in an endogenous
growth model where, as in Lucas-type models, knowledge is disembodied. Public
infrastructure in the model is treated as a stock. A crucial feature of the model is that the
production of human capital requires not only government spending on education
services but infrastructure capital as well. The key idea is that to go to school, students
need access to roads; to read and study (at night), or to connect a computer, they need
electricity; to get children to attend school, adequate water and sanitation facilities must
be provided. A number of recent microeconomic studies have indeed provided evidence
that infrastructure has a significant impact on education outcomes in developing
countries.

After deriving the balanced growth path of the model, conditions for saddlepath
stability were examined. It was shown that the equilibrium path may be locally
indeterminate, and that the source of indeterminacy is fundamentally related to the
externalities associated with public infrastructure in the production of goods and human
capital. Numerical techniques were then used to examine the transitional and long-run
effects of a budget-neutral switch in government spending from education to
infrastructure, for different values of the parameters characterizing the human capital
technology. Under a plausible calibration for a low-income country, it was shown that
reallocating funds from education to infrastructure may increase the growth rate (even
though the stock of human capital grows at a slower rate), even if public infrastructure
capital has only a moderate effect on the production of human capital.

The growth-maximizing tax rate and shares of government spending on infra-
structure investment and education services were then determined. The optimal tax rate
was shown to be equal to the sum of the elasticities of output with respect to public
infrastructure and human capital, in line with results obtained elsewhere with flow
models. It was also shown that the growth-maximizing allocation of public spending
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depends not only on the elasticity of output with respect to infrastructure capital and
human capital (as would be expected), but also on the parameters characterizing the
technology for producing human capital. In particular, the growth-maximizing share of
spending on infrastructure exceeds the elasticity of output with respect to public capital
in infrastructure, as predicted by the Barro rule. Moreover, the lower the ratio of
elasticities of the education technology with respect to human capital and infrastructure
capital, the lower the share of spending on infrastructure investment. It was noted that
the optimal allocation rule does not depend on whether the impact of infrastructure on
the human capital technology is measured as a flow or a stock effect. Because models in
which infrastructure spending is modelled as a flow are much more tractable analytically,
this result carries some importance for future work in this area. Finally, it was shown that
under the first-best welfare-maximizing solution, constancy of the public–private capital
ratio along the balanced growth path implies either constancy of both the tax rate and
the spending share on infrastructure or, if they are time-varying, that they move in the
same way. In the first case the model displays no transitional dynamics and one of the
fiscal instruments can be set arbitrarily.

The analysis can be extended in several directions. Two possibilities would be to
account for a more general production structure by using a multi-level CES function
(along the lines of Krusell et al. 2000, for instance) or account for public capital in
education, which would require treating schools, libraries, and so on, as a stock. Another
direction would be to consider a mixed (private–public) education system as, for instance,
in Chen (2005). According to Chen (2005, Table 2), private school enrolment as a
proportion of total enrolment in secondary schools varies significantly even among low-
income countries. For instance, it ranges from about 9% in Mali to 48% in Burkina Faso
and 84% in Haiti. This extension (which would need to account for differences in quality
as well) would allow a discussion of the potential trade-offs between subsidies to private
schools and direct government involvement in educationFa key policy issue for
developed and developing countries alike. Finally, a third extension would be to
introduce health considerations. Recent evidence for developing countries suggests that
infrastructure may affect not only the creation and transmission of knowledge (as in the
present study), but also the efficiency of government-provided health services. In
addition, the evidence suggests that health services enhance not only the productivity of
workers, but also household utilityFhealthier individuals may enjoy consumption
moreFand the ability to learn and study. Agénor and Neanidis (2006) provide a general
framework for analysing how these interactions affect the optimal allocation of
government spending between infrastructure, education and health services.

APPENDIX

The balanced growth equilibrium is determined as follows. First, the household budget constraint
(equation (3)) can be rewritten, using (1), as

_KP ¼ ð1� tÞ KG

KP

� �a H

KP

� �b

KP � C;

that is, with c ¼ C=KP, kG ¼ KG=KP and h ¼ H=KP,

ðA1Þ
_KP

KP
¼ ð1� tÞkaGhb � c:
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Similarly, equation (4) can be rewritten as

ðA2Þ
_C

C
¼ skaGh

b � r:

Equation (7) gives

ðA3Þ
_H

H
¼ GE

H

� �k1 KG

KP

� �
KP

H

� �� �k2
¼ GE

H

� �k1 kG
h

� �k2

;

so that, noting that GE=H ¼ tðGE=tYÞðY=HÞ, and using (9),

_H

H
¼ ðtuEÞk1

Y

KP

� �
KP

H

� �� �k1 kG
h

� �k2

:

Using (1), which implies that Y=KP ¼ kaGh
b, yields

ðA4Þ
_H

H
¼ ðtuEÞk1ky1G h�y2 ;

where y1 and y2 are defined in the text.
From (11), using (1) and (9), and noting that Y=KG ¼ ðY=KPÞk�1G ,

ðA5Þ
_KG

KG
¼ uItY

KG
¼ tuI ka�1G hb:

Combining equations (A1), (A2), (A4) and (A5) yields equations (13), (14) and (15) in the text.
Setting _c ¼ _h ¼ _kG ¼ 0 in equations (13), (14) and (15), and using (10) with uU ¼ 0 for

simplicity, yields

ðA6Þ ~c ¼ r� O~kaG
~hb;

ðA7Þ ½tð1� uI Þ�k1 ~ky1G
~h�y2 � ð1� tÞ~kaG ~hb þ ~c ¼ 0;

ðA8Þ ½tuI ~k�1G � ð1� tÞ�~kaG ~hb þ ~c ¼ 0:

Substituting (A6) in (A7) and (A8) yields the following system in ~h and ~kG:

ðA9Þ Q1ð~h; ~kGÞ ¼ ½tð1� uI Þ�k1 ~ky1G
~h�y2 � s~kaG

~hb þ r ¼ 0;

ðA10Þ Q2ð~h; ~kGÞ ¼ ðtuI ~k�1G � sÞ~kaG ~hb þ r ¼ 0;

which can be linearized in the vicinity of the balanced-growth equilibrium to solve for ~h and ~kG.
To determine the steady-state impact of a budget-neutral increase in uI (that is, with

duI ¼ �duE), these last two equations can be manipulated to yield

ðA11Þ b11 b12
b21 b22

� �
d~h
d~kG

� �
¼ b13

b23

� �
duI ;
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where

b11 ¼ �y2ðtuEÞk1 ~ky1G
~h�y2�1 � bs~kaG

~hb�1<0;

b12 ¼ y1ðtuEÞk1 ~ky1�1G
~h�y2 � as~ka�1G

~hb;

b13 ¼ k1tk1u
k1�1
E

~ky1G
~h�y2 >0;

b21 ¼ bðtuI ~k�1G � sÞ~kaG ~hb�1;

b22 ¼ aðtuI ~k�1G � sÞ~ka�1G
~hb � tuI ~ka�2G

~hb;

b23 ¼ t~ka�1G
~hb<0:

To establish the sign of b12, note that, using (A9),

b12 ¼ ðy1 � aÞs~ka�1G
~hb � y1r=~kG;

so that if y1>a, as mentioned in the text (a necessary condition for a23>0), b12 is in general
ambiguous. However, for typical values of r, it is likely that b12>0.

Similarly, to establish the signs of b21 and b22, note that, using (A10),18

b21 ¼ �br=~h<0;

b22 ¼ �ar=~kG � tuI ~ka�2G
~hb<0:

Solving equations (A11) and noting that b11b22 � b12b21>0, it can be shown that

ðA12Þ d~h

duI
¼ b13b22 � b12b23

b11b22 � b12b21
w0;

d~kG
duI
¼ b11b23 � b21b13

b11b22 � b12b21
>0:

Thus an increase in uI always raises ~kG, but has an ambiguous effect on ~h. Moreover, it can
readily be verified that even with k2 ¼ 0, in which case y2 � ð1� bÞk1, this ambiguity remains. If
k1 ¼ 0, then b13 ¼ 0, and the above expression yields d~h=duI >0. At the same time, a higher value
of k2 makes b13 smaller, making it more likely (everything else equal) that d~h=duI >0.

By implication, the effect of uI on the steady-state growth rate and the consumption–capital
ratio is also ambiguous in general. In addition, it will depend also directly on a and b, as can be
inferred from (17) and (A6), in addition to the indirect effects stemming from (A12).
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NOTES

1. Glomm and Ravikumar (1994) assume that private and public capital depreciate fully each period.
Given constant returns to scale in production, the economy is thus always on a balanced growth path.
In contrast, in the present setting, transitional dynamics are explicitly analysed.

2. In a previous paper (Agénor 2005), I considered the case where the flow of government services in
infrastructure affects the economy’s ability to produce educated labour. The optimal rules derived in
that paper will later be compared with those obtained here with a stock treatment.

3. As shown by Turnovsky (1996), however, if private investment is subject to adjustment costs that fall
with public services, the positive impact of government spending on growth will be more pronounced.
The Barro rule would then underestimate the optimal spending share and tax rate.

4. The assumption of mandatory schooling may seem at variance with the evidence cited in the
Introduction, which suggests that children may not be able to go to school due, for instance, to
inadequate means of transportation. Moreover, in general, education in developing countries is
compulsory only for the early years of schooling. The model takes a simplified approach in the sense
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that it imposes ‘full employment’ of a particular typeFindividuals are either in work or in school, but
never idle. This is a reasonable assumption in a model with complete wage flexibility.

5. The time subscript t is omitted whenever there is no risk of confusion. A dot over a variable is used later
to denote the derivative of that variable with respect to time.

6. See also Eicher and Turnovsky (1999) for a discussion of the importance of the Cobb–Douglas
specification to ensure constant per capita growth rates in endogenous growth models.

7. Changes in the stock of infrastructure assets could be made a function also of the human capital stock,
in the form _KG ¼ Gf

I H
1�f, where f[ð0; 1Þ. Note, however, that an indirect effect of H is already

captured in (11), given that H affects output and thus GI through (9). Subsequent results would
therefore not change much as long as f is not too small.

8. From (A1), there is a fourth equivalent form, g ¼ ð1� tÞ~kaG~eb � ~c. However, given (20) below, this
expression is identical to (17).

9. Note that in a more ‘standard’ model of endogenous growth with public capital, in which k2 ¼ 0, this
condition cannot be satisfied, given that 0<a;k1<1. Thus in that case a23<0. Based on the subsequent
discussion, it is easy to verify that saddlepath stability cannot be established unambiguously either.

10. The modified Routh–Hurwitz conditions, as given in Murata (1977, pp. 92–4), do not yield more
tractable expressions.

11. A necessary and sufficient condition for excluding the possibility of local indeterminacy is trJ>0,
because in this case the three roots cannot be all negative.

12. See Harrison and Weder (2002) and Hu et al. (2008) for a discussion of the role of sector- and factor-
specific externalities.

13. See Armstrong et al. (1998) for an alternative solution technique, based on a Newton ‘stacked-time’
algorithm. The computer programmes used for this study are available upon request.

14. Note, however, that the Arestoff–Hurlin estimates are based on the perpetual inventory method, which
consists essentially in cumulating total capital expenditure flows by central governments. These flows
include items that are not, strictly speaking, related to infrastructure or productive spending, as defined
earlier.

15. Blankenau et al. (2007) found that the elasticity of human capital with respect to government spending
on education is close to zero for low-income countries, but this runs counter to intuition. It also does
not account for the heterogeneity in public school enrolment discussed in the Conclusion.

16. In the present context, Rioja’s results correspond to the case where k2 ¼ 0. In that particular case,
numerical simulations also indicate that the expenditure shift considered here would lower the steady-
state growth rate if k1 is relatively large with respect to a.

17. Note that the optimal tax rate is considerably higher than the value actually used in the numerical
simulations presented in the previous section (0.6, compared to 0.2). However, it should be kept in mind
that the present analysis abstracts from tax collection costs, which are sizeable in low-income countries.
As shown by Agénor and Neanidis (2007), accounting for these costs would lead to much lower optimal
rates, in line with those observed in poor countries. An alternative approach would be to introduce tax
evasion, as in Lin and Yang (2001) and Chen (2003).

18. Alternatively, b22 can be written as b22 ¼ �ð1� aÞtuI ~ka�2G
~hb � as~ka�1G

~hb<0.
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FFF and FFF (2005b). Threshold effects in the productivity of public capital in developing countries.

Unpublished, University of Orleans.

130 ECONOMICA [JANUARY

r The London School of Economics and Political Science 2009



ARMSTRONG, J., BLACK, R., LAXTON, D. and ROSE, D. (1998). A robust method for simulating forward-

looking models. Journal of Economic Dynamics and Control, 22, 489–501.

ATOLIA, M., CHATTERJEE, S. and TURNOVSKY, S. J. (2008). How misleading is linearization? Evaluating the

dynamics of the neoclassical growth model. Unpublished, Florida State University.

BAIER, S. L. and GLOMM, G. (2001). Long-run growth and welfare effects of public policies with distortionary

taxation. Journal of Economic Dynamics and Control, 25, 1007–42.

BARRO, R. J. (1990). Government spending in a simple model of endogenous growth. Journal of Political

Economy, 98, s103–s25.

BIRD, R. M. and ZOLT, E. M. (2005). The limited role of the personal income tax in developing countries.

Journal of Asian Economics, 16, 928–46.

BLANKENAU, W. F., SIMPSON, N. B. and TOMLJANOVICH, M. (2007). Public education expenditures, taxation

and growth: linking data to theory. American Economic Review, 97, 393–7.

BOSE, N., HAQUE, M. E. and OSBORN, D. R. (2007). Public expenditure and economic growth: a disaggregated

analysis for developing countries. Manchester School, 75, 533–56.

BRENNEMAN, A. and KERF, M. (2002). Infrastructure and poverty linkages: a literature review. Unpublished,

World Bank.

CANNING, D. (1999). Infrastructure’s contribution to aggregate output. Policy Research Working Paper no.

2246, World Bank.

CANTON, E. (2001). Fiscal policy in a stochastic model of endogenous growth. Economic Modelling, 18, 19–47.

CERRA, V., TEKIN, S. and TURNOVSKY, S. J. (2008). Foreign aid and real exchange rate adjustments in a

financially constrained dependent economy. Working Paper no. 08/204, International Monetary Fund.

CHEN, B.-L. (2003). Tax evasion in a model of endogenous growth. Review of Economic Dynamics, 6, 381–403.

FFF (2007). Factor taxation and labor supply in a dynamic one-sector growth model. Journal of Economic

Dynamics and Control, 31, 3941–64.

FFF and LEE, S.-F. (2007). Congestible public goods and local indeterminacy: a two-sector endogenous

growth model. Journal of Economic Dynamics and Control, 31, 2486–518.

CHEN, H. (2005). Educational systems, growth and income distribution: a quantitative analysis. Journal of

Development Economics, 76, 325–53.

COLE, M. A. and NEUMAYER, E. (2006). The impact of poor health on total factor productivity. Journal of

Development Studies, 42, 918–38.

EASTERLY, W. and REBELO, S. (1993). Fiscal policy and economic growth: an empirical investigation. Journal of

Monetary Economics, 32, 417–58.

EICHER, T. and TURNOVSKY, S. J. (1999). Non-scale models of endogenous growth. Economic Journal, 109,

394–415.
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The President’s Reemployment Agreement (PRA) of 1933 directed firms to reduce workweeks during the

Great Depression so existing jobs could be spread into additional employment opportunities. Similar ‘work-

sharing’ policies have recently been implemented across Europe in hopes of reducing unemployment. I find

that, ceteris paribus, the work-sharing aspects of the PRA created nearly 2.5 million new employment

opportunities in around four months. However, the programme also required firms to raise hourly wage

rates, offsetting close to half of these gains. Furthermore, most of the remaining employment gains were

wiped out after cartel-oriented industry-specific codes of fair competition supplanted the PRA.

INTRODUCTION

The essence of the plan is a universal limitation of hours of work per week for any individual by
common consent, and a universal payment of a wage above a minimum . . . I am asking the
employers of the nation to sign this common covenant . . . in the name of patriotism and
humanity.

(President Franklin D. Roosevelt, 24 July 1933)

Following the passing of the National Industrial Recovery Act (NIRA) on 16 June 1933,
executives from hundreds of industries began the long process of negotiating the contents of
their cartel-oriented ‘codes of fair competition’. Unhappy with the speed of these
negotiations, on 20 July 1933 the Roosevelt administration outlined a new programme
termed the ‘President’s Reemployment Agreement’ (PRA). The PRA asked firms to declare
‘a truce on selfishness’ by quickly signing and abiding by a so-called ‘blanket code’
agreement to reduce the average workweek and raise hourly wage ratesFtwo major
components that, to be approved, would ultimately have to be included alongside more
business-friendly, cartel-oriented provisions in all industry-specific codes of fair competition.

The logic behind the PRA’s labour provisions was twofold. First, it was thought that
higher wage rates would increase aggregate purchasing power, spending, production and,
ultimately, employment. The second rationale behind the PRA was that by reducing the
workweek from 45–50 hours to around 35 hours, work could be ‘spread’ or ‘shared’
among more peopleFthree jobs could effectively be created where there were previously
two, even holding constant any other effects of New Deal fiscal, monetary or structural
policy. Of course, similar ‘work-sharing’ plans have been instituted in Europe during the
past 30 yearsFmost recently in France, where the Aubry Act of 2000 reduced the legal
standard work week from 39 to 35 hoursFin hopes of reducing unemployment. The
economics literature, both theoretical and empirical, on the employment effects of work-
sharing has come to conflicting findings regarding the efficacy of such measures.

The Roosevelt administration claimed that the reemployment programme was a
fantastic success, stating in November 1933 that it had put 4 million Americans to work.
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A contemporary study by Lyon et al. (1972) was sceptical of the magnitude of this claim,
but still estimated that 1.75 million jobs were created by late 1933. To more precisely
quantify the economic effects of the PRA as a programme separate from the cartel-
oriented NIRA, particularly in light of other important changes in fiscal and monetary
policy, this paper employs an industry-level monthly panel dataset. Such an empirical
approach is necessary since some industries were covered by the PRA provisions for
several months, while others were covered only briefly or not at all before passing their
industry-specific NIRA code whereby the blanket code was superseded.

While my primary objective is to estimate the effects of the PRA upon
reemploymentFboth through number of jobs and, more broadly, through its impact
on aggregate employment hours workedFI also examine how industry payroll, output
and prices, among other variables of interest, were affected during the months between
the PRA’s passage and the implementation of an industry-specific code. I find that the
‘share the work’ goal of the PRA was achieved, as an additional 2.47 million Americans
were able to draw (albeit smaller) paychecks thanks to work-sharing provisions, ceteris
paribus. I also find that the PRA’s wage-increasing provisions had the economic
consequence predicted by orthodox economic theoryFlower firm output and higher
prices, i.e. a negative supply shockFrather than the positive demand effects predicted by
the Roosevelt administration. In fact, my empirical analysis suggests that around 45% of
the job gains created by the PRA work-sharing aspects were wiped out by hourly wage
rate increases. Still, while the PRA has received little attention by economists, the results
suggest that the programme put 1.34 million persons to work in around four months.

I. THE NIRA, THE PRA AND THE BLUE EAGLE

As many within the Roosevelt administration believed that the Great Depression resulted
from ‘ruinous’ or ‘cut-throat’ competition, it appeared logical that collusion could help to
promote industrial recovery. To that end, the NIRA suspended anti-trust laws for
participating firms and required industries to negotiate and abide by a code of economic
conduct which could include restrictions on pricing, output, new capacity, production
practices and labour conditions. In particular, the Roosevelt administration noted that
collective action with respect to labour policy was necessary to prevent the cycle wage cuts.1

Although the administration hoped that industry-specific ‘codes of fair competition’
would be implemented swiftly, the process of getting an NIRA code passed was
cumbersome since the contents of these codes were not left solely to the discretion of
industrial executives. To better allow the codes to represent the interests of all affected
parties, industry-proposed codes had to be approved by a diverse advisory board composed
of a deputy administrator of the National Recovery Administration (NRA)Fthe NIRA’s
enabling bodyFas well as a labour representative, a consumer representative, an industry
representative and two representatives from the NRA legal division. Furthermore, the text
of the NIRA stated that the codes could not be used to ‘promote monopoly’, placing the
NRA advisory board into a delicate balancing act between firms’ desires to fix prices and
reduce output and the somewhat nebulous concept of ‘fair competition’.

The cotton textile industry code was the first to be approved, on 9 July 1933. Three
other industries followed with approved codes in JulyFcoats and suits, shipbuilding, and
woollen textiles. The sluggish speed of code passageFonly four codes passed in over six
weeks of negotiation, while hundreds of other industries continued to haggleF
provided the impetus for the PRA ‘blanket code’. In contrast to industry-specific
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‘permanent’ codes, some of which were scores of pages long, the PRA blanket code was to
be a brief agreement on wage rates and workweeks between a firm and the President. With
the exception of the four industries noted above, firms within every other industry were to
be subject to the PRA ‘blanket code’ from 1 August 1933, continuing until their industry-
specific code was passed. In some cases, such as the iron and steel industry, whose code was
approved on 19 August, this meant a few weeks; in other cases, such as the laundry and hat
industries, whose codes were not passed until February 1934, or the Zinc ore industry,
whose code was not passed until March 1935, this meant many months.

As firms were unlikely to voluntarily sign and abide by an agreement to raise wage
rates and reduce workweeks absent some exogenous incentive, the administration
announced that firms which signed on to the PRA could display the patriotic Blue Eagle
emblem on their products and advertisements, and in store windows.2 What was to have
given this emblem economic significance was President Roosevelt’s call for households to
engage in a nationwide shopping spree at Blue Eagle firms and to effectively boycott
those without the emblem. In a radio address on 24 July 1933, Roosevelt said: ‘In war, in
gloom of night attack, soldiers wear a bright badge on their shoulders to be sure that
comrades do not fire on comrades. On that principle, those who cooperate in this
program must know each other at a glance . . . and I ask that all those who join me shall
display [the Blue Eagle] prominently’ (New York Times, 25 July 1933, p. 2). Roosevelt’s
address appears to have inspired firm owners nationwide as the White House received
over 20,000 telegrams and letters over the following 48 hours from businesses large and
small pledging to raise wage rates and cut hours in exchange for the right to display the
compliance emblem (New York Times, 28 July 1933, p. 9).

The PRA ‘blanket’ agreement that firms were asked to sign consisted of three parts.
First, a firm generally had to agree to shorten workweeks to no more than 35 hours
(40 hours for clerical and sales workers). Second, the firm had to agree to raise its
minimum hourly wage rates, generally to 40 cents an hour, depending on city population.
Furthermore, in the spirit of the agreement, wage rates of those workers already above
this level were to be increased, or, at the very least, were not to be cut. Finally, the firm
had to state that it would recognize the rights of workers to bargain collectively. Mail
carriers delivered generic copies of the reemployment agreement to all known firms. Firm
owners were asked to sign and pledge immediate adherence to PRA guideposts. Upon
receipt of the signed pledge at the post office, the code would be approved by the NRA,
generally within 24 hours. Once a firm’s ‘blanket code’ was accepted, its name would be
included on the NRA ‘Honor Roll’ of complying firms at the local post office. In many
small towns these Honor Rolls, or new additions to them, were printed in local
newspapers.3 Furthermore, the firm owner could obtainFfree of chargeFposters,
stickers and other Blue Eagle paraphernalia at the post office. Some firms chose to
advertise compliance via newspaper advertisementsFan example from the 1 August
1933 New York Times is shown in Figure 1.

In late August 1933, the NRA began a drive to get consumers to formally pledge their
support by signing a ‘Statement of Cooperation’ reading ‘I will cooperate in the
reemployment by supporting and patronizing employers and workers who are members
of the NRA’. The NRA mobilized 1.5 million volunteers to go door to door canvassing
with a goal of obtaining 20 million consumer signatures. The Chicago Tribune noted that
‘such a mobilization has not been seen since the liberty bond drives in the world war’
(29 August, p. 5). Signers of this pledge typically received lapel pins and posters (to be
placed in windows) that showed the Blue Eagle accompanied by the phrase ‘NRA
Consumer’.4
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While signing the PRA code gave the firm the initial right to display the patriotic
emblem, to maintain that right, the firm had to continuously follow through on their signed
agreement. A firm that was found by the NRA Compliance Director to be in violation of its
agreement would be ordered to ‘cease displaying the Blue Eagle and deliver all NRA
insignia in his possession to the local postmaster’ (US Committee of Industrial Analysis
1937, p. 70). The Blue Eagle, or more specifically, consumers’ reaction to the emblem’s
presence, then, was critically important to the PRA having any meaningful effect on
economic outcomes. If firms felt that they had nothing to gain from displaying the Blue
Eagle, then they would have been unlikely to have signed on to, much less abided by, the
wage and hour requirements of the reemployment agreement, leaving the programme inept.

Once an industry-specific code was in place, firms within that industry legally had to
comply with the rules set out within it or face prosecution, with penalties of up to $500
and six months’ incarceration, as well as loss of the Blue Eagle emblem. In truth, the
Roosevelt administration rarely sought legal recourse in the courts, but instead relied
only on the threat of removing the Blue Eagle to attain compliance with the industry-
specific codes. Firms did not legally have to sign a PRA agreement, however, so the
potential impact that the presence (or absence) of the Blue Eagle was expected to have on
a firm’s business was the only tool the administration had with respect to compliance
with this programme. While the vast majority of firms signed a PRA code, the Ford
Motor Company was a notable exception. Biles (1991, p. 92) shows that Ford maintained
market share in the domestic automobile market despite not being able to display the

FIGURE 1. Stern Brothers advertisement, New York Times, 1 August 1933.

136 ECONOMICA [JANUARY

r The London School of Economics and Political Science 2009



Blue Eagle. Consumers may not have punished Ford because the company was already
exceeding the wage and hour guideposts of the PRA and, later, the NIRA automobile
code, even though it never signed either.

II. CONTEMPORARY ACCOUNTS OF THE PRA

The extent to which firms and consumers actually signed on to PRA pledges is a critically
important factor with regard to howmuch impact the programme could have potentially had.
A survey of newspapers, both large and small, between August and November 1933, as well
as the results of the NRA’s periodic surveys of firms and households, strongly suggests that
the vast majority of firms signed on to a PRA agreement. Furthermore, we can be reasonably
confident that at least some measure of compliance with the PRA wage and hour restrictions
generally followed from signing since employees themselves would presumably have a strong
incentive to report cheating to the local NRA compliance board or the media.

To illustrate, during the weeks following the PRA’s announcement, the Chicago
Tribune published nearly daily updates on the number of area firms that turned in a PRA
pledge form, and listed the identities of the largest firms to sign each day. On 19 August,
it was reported that ‘3,442 additional concerns in this area sent in pledges to join
President Roosevelt’s reemployment program, raising the total of employees under the
NRA standard to 1,192,829’. On 20 August (p. 2), the Tribune noted that ‘532 more
signed on covering 9,384’ workers. The paper listed Goss Printing Press with 400
employees, J. Greenbaum Tanning with 1236, and Gordon Baking Company with 450,
amongst the area’s largest firms which had signed on in the past 24 hours.

The 31 August Washington Post (p. 2) provided several examples of specific area
firms increasing employment: ‘Sanitation Grocery Co., it was announced has increased
its pay roll $9,500 a week for Washington and Maryland. The Great Atlantic and Pacific
Tea Co. . . . has raised its Nation-wide annual payroll by $8,000,000 and added 8,340
employees.’ Other Washington DC area firms were simply listed alongside the number of
new workers they had hired since signing on to the reemployment agreement: ‘Riggs
National Bank, 16; Texas Oil Co., 7 at South Washington plant and 2 men per station at
all filling stations; American Oil Co., 14 at Rosslyn plant and 100 at Lord-Baltimore
filling stations; Continental Bakeries, 14; Havenner Bakery, 11; Chevy Chase Dairy, 35;
Thompson’s Dairy, 15; Palace Laundry, 34, Sherwood Brothers filling stations, 192;
Cities Service filling stations, 10.’ Of course, these numbers are self-reported so there is no
way to know the extent of their individual accuracy.

On 28 August 1933, the Roosevelt administration began its first door-to-door ‘census’
of firms and households to estimate the extent of compliance and the number of jobs that
the PRA had created. In the weeks that followed, newspapers around the nation reported
the specific results of this survey. For example, on 21 September the Syracuse Herald (p. 3)
reported that the PRA had created 2700 jobs in Syracuse and 51,808 in upstate New York.
Given the 1930 populations (209,326 in Syracuse and around 4.5 million in upstate New
York) and an assumption of a 40% labour force participation rate, this represents around
3% of the labour force obtaining employment in just over a month in each locale. In Tulare,
California, it was reported that ‘through NRA compliance 97 jobless Tulareans have been
given regular employment’ (Fresno Bee Republican, 18 November 1933, p. 8). Again, under
an assumption of a 40% labour force participation rate, 97 workers represents
approximately 4% of Tulare’s labour force given its 1930 population of 6207. Interestingly,
the article also noted that an additional 69 Tulareans had gained employment through New
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Deal work relief programmes. This suggests that the PRA work-sharing programme may
have been more important in many communities than better-known work relief aspects of
the New Deal with respect to reemployment.

In Jefferson City, Missouri, the Post Tribune of 15 September 1933 (p. 1) noted that
‘practically all local employers are operating under the president’s re-employment
agreement or special codes’ and that 75% of the city’s households were displaying the
emblem in their windows. The Journal and Star of 10 September (p. 16) reported that 94%
of Lincoln, Nebraska’s 2015 employers had signed the PRA. In Fitchburg, Massachusetts,
the Sentinel of 2 September (p. 1) reported that 1100 firms had signed the PRA, which had
lead to the creation of 688 new jobs. The Bee of 3 September (p. B-3) reported that 2030
Fresno firms had signed on, creating 1914 jobs. Furthermore, the Fresno County Welfare
Board reported a 50% drop in requests for food aid since 1 August and attributed this to
PRA job creation. The Chronicle–Telegram of 21 September (p. 2) reported that 99.32% of
Elyria, Ohio households canvassed had signed onto the consumers’ pledge of
cooperationFonly 68 households refused to sign. While this evidence is clearly anecdotal,
it provides micro-level insight into the potential impact of the PRA.

With respect to nationwide aggregate numbers, the NRA periodically released a
running score from its reemployment censuses. The first figures on the PRA’s effects were
announced on 30 August, when the NRA declared that the reemployment programme had
created 2 million new jobs in just one month (Washington Post, 30 August 1933,
p. 9). On 13 September, NRA Administrator Johnson noted that 85% of employers
nationwide had signed on to the PRA or were covered by an NRA code (Middletown Times
Herald, 13 September 1933, p. 11). On 14 October, it was reported in an Associated Press
article that the administration had tallied 3 million jobs created by the PRA (Lansing State
Journal, 14 October 1933, p. 1). Finally, in an Associated Press article of 7 November 1933,
Johnson credited the reemployment programme as bringing the nation ‘a quarter of the way
out’ of the depression, saying that it ‘had put 4 million men back to work and raised the
wages of millions of others’.5 If these numbers are accurate, it would offer important insight
into the current ‘work-sharing’ policy debate. In the following sections, I employ industry-
level panel data to see whether the media-reported anecdotal evidence above and the
government ‘reemployment census’ can be supported empirically.

III. DATA AND EMPIRICAL ISSUES

Many empirical studies, including Cole and Ohanian (2004), Taylor (2002), Vedder and
Gallaway (1997), Bernanke (1986) and Weinstein (1980), have examined the effects of the
NIRA on either the labour market specifically, or the macro economy more generally.
These studies generally conclude that the legislation’s labour and cartelization policies
were important factors behind the weak recovery of the 1930s as the cartels reduced
output and higher wage rates further exacerbated the unemployment problem. Other
scholars, such as Alexander (1994, 1997), Krepps (1997) and Taylor (2007), have
employed the NIRA experiment to gain insight into cartel theory.6 While past studies
have generally examined the NIRA labour and cartel policies across the legislation, none
has examined the specific effects of the PRA, which likely had a far more dramatic short-
run impact on labour outcomes during the late summer and autumn of 1933 via
significant increases in wage rates and reductions in work hours.

In terms of priors, the employment effects of a shortening of the workweek from a
standard of 45–50 hours to the PRA-suggested 35 are controversial. While there is a
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popular belief that unemployment can be reduced via cuts in the workweekFa belief
that has driven ‘work-sharing’ policy initiatives in Germany, France and Belgium,
among other European nations in the past three decadesFtheoretical and empirical
studies by economists have found ambiguous results. On the theoretical side, Calmfors
and Hoel (1988) and Brunello (1989), for example, generally predict negative employ-
ment effects, while FitzRoy et al. (2002), Marimon and Zilibotti (2000) and Rocheteau
(2002) predict positive ones. The ambiguity generally stems from work-sharing
restrictions making labour less attractive than capital and thus causing firms to
substitute these factors. With respect to empirical studies of recent ‘work-sharing’
programmes, Crepon and Kramarz (2002) find a negative employment effect from
France’s 1982 workweek reduction. Logeay and Schreiber (2006) conclude that the
Aubry Act’s (2000) policy mix of shorter workweeks, greater managerial flexibility, and
government subsides to social security payments had beneficial employment effects.
However, when Schreiber (2006) isolates the effects of shorter workweeks, he concludes
that the non-work-sharing reforms drove these employment gainsFin fact, shorter
workweeks had adverse employment effects. Studies of West Germany’s work-sharing
reforms by Franz and Konig (1986) and Hunt (1999) have come to opposite conclusions,
with the former suggesting positive employment effects and the latter negative ones.7

While providing jobs to the unemployed was the primary goal of the PRA, I also wish
to examine, more broadly, the impact that the programme had on aggregate hours
worked in the economy. The priors regarding this variable differ markedly between the
predictions of modern orthodox economic theory and the ‘high-wage doctrine’ theory
prevalent in the 1920s and1930s. Orthodox theory suggests that the mandated exogenous
increases in hourly wage rates under the PRA would, other factors constant, reduce total
employment hours by causing a leftward movement along the labour demand curve. The
Roosevelt administration, however, repeatedly stated belief that higher wage rates would
ultimately increase production and employment by boosting aggregate demand (O’Brien
1989; Taylor and Selgin 1999).

In addition to quantifying the PRA’s effect on the total number of jobs and aggregate
hours worked, I also examine, more generally, whether the legislation provided a boost
to other economic factors of interest, such as output, the aggregate wage bill to labour,
average take-home pay and prices. As past research generally demonstrates that the
NIRA codes of fair competition brought about the cartel outcome of lower output, it
seems unlikely that the industry codes themselves could have been anything but
counterproductive with respect to the aforementioned policy goals. Still, since industries
typically took several months to pass their specific codes of fair competition, an empirical
study of the PRA’s general economic impact provides insight into an important, but
largely neglected, aspect of New Deal history.

The priors on movements of these variables are worthy of brief discussion. With
respect to the total wage bill, under modern orthodox theory, it is unclear which way this
variable would be expected to move under the PRA since higher hourly wage rates would
cause fewer hours of work in aggregate.8 The ‘high-wage doctrine’ would, of course,
predict an unambiguous rise in the wage bill. With respect to the PRA’s impact on prices
and output, orthodox neoclassical theory would expect the exogenous rise in firms’
labour costs to cause output to fall and prices to rise, consistent with a negative supply
shock brought about by higher marginal costs. Still, the high-wage doctrine theorizes
that the higher hourly wage rates would boost demand so as to offset any negative supply
or employment effects they may cause. Of course, output could also have fallen (and
prices have risen) from collusion under the PRAFalthough firms could not legally

2011] WORK-SHARING DURING THE GREAT DEPRESSION 139

r The London School of Economics and Political Science 2009



implement cartel strategies until official code passage, simply having the ability to openly
discuss collusive strategies could have facilitated cartel outcomes.

To separate the impact of the PRA from the effects of the NIRA as a whole, I create
two dummy variables, together comprising the NIRA time period, by employing the date
of passage for each industry’s specific code. Because the PRA was to take effect on 1
August 1933, the PRA dummy takes on a value of 1 for each month between August
1933 and the month an industry’s specific code was passed.9 If an industry’s code was
passed later than the fifteenth of the month, that month was counted as a PRA month.
The ‘industry code’ dummy takes on a value of 1 for each month between code passage
and May 1935, when the NIRA was ruled unconstitutional under the Schechter decision.

Note that these dummy variables account for the time periods in which firms within
each industry were supposed to comply with either the PRA or industry-specific codes.
However, past studies (e.g. Brand 1988; Alexander 1994, 1997; Taylor 2002; Taylor and
Klein 2008) have demonstrated that non-compliance was a major issue under the NIRA,
particularly after the first few months. This adds to the importance of examining the
empirical effects of the PRA. If the coefficients on the PRA dummy variables are small or
insignificant, this would suggest that non-compliance was an issue from the start of the
NIRA. On the other hand, if I find statistically different and large movements in economic
variables during the months when industries were covered by the PRA, this would suggest
that compliance was widely maintained, at least initially. This would be consistent with the
‘compliance crisis’ literature which suggests that firms complied with the NIRA rules at the
outset, but later defected, causing many of the industry cartels to break down.

My sample consists of industries covered by an NIRA ‘code of fair competition’ whose
employment, payroll, work hours, output or prices were reported by month in the National
Bureau of Economic Research Macrohistory Database for the time period January 1927 to
December 1937. The 1927 start point is largely due to a lack of monthly data prior to this
time, and the end date is chosen to avoid any movements in the data caused by Second
World War production. These data generally came, in roughly equal proportions, from two
sources: the National Industrial Conference Board and the Bureau of Labor Statistics. The
data cover mainly large industries, so my sample covers a significant percentage of the
NIRA-covered workforce. I have an index of employment (number of workers on payrolls)
for 28 industries. Because I employ log differences (growth rates) in my empirical analysis,
the employment index behaves identically to a measure of raw employment numbers. Fifteen
of these industries also report average hours of work per week, allowing me to examine
percentage changes in aggregate employment hours for labour as a whole within each industry
(growth rate in employment index multiplied by average hours per week) rather than simply
growth in number of workers on the industry’s payroll (jobs). Price data are reported for 38
industries, and output data are reported for 66 industries that were covered by the NIRA.

Table 1 lists the 75 industries in the sample along with the date the ‘code of fair
competition’ that covered each industry was passed and a column describing what data I
have for each industry. The median date of industry-specific code passage in the sample
was 17 November 1933, meaning that the median firm was covered by the PRA blanket
code for around 4 months (the average in the sample was close to 5 months) and by the
NIRA specific code for 18 months, although, as Table 1 demonstrates, there was a great
deal of variability in code passage dates by industry. Since employment is the primary
variable of interest, Table 2 reports the annual growth rates in employment for the 28
industries for which I have this data. (Monthly rates are not reported, in the interests of
saving space.) Finally, Figure 2 shows movements in indexes of manufacturing sector
output and real wage rates, as well as the money supply across the sampled time period.
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IV. EMPIRICAL RESULTS

Although I report specifications with subsets of these independent variables and employ
alternate dependent variables, the general model that I estimate is

GrthEMPLOYMENTit ¼ b0 þ b1PRAit þ b2NIRACODEit þ b3GrthWAGERATEit

þ b4GrthMONEYt þ b5GrthGOVSPDt þ b6GrthGOVREVt

þ b7NLRAt þ b8TIMETRENDt þ eit;

where

� GrthEMPLOYMENTit is the growth rate in the number of wage earners employed in
industry i at time t

� PRAit is a dummy variable equal to 1 for months during which industry i was covered
by the President’s Reemployment Agreement blanket code of labour provisions

� NIRACODEit is a dummy variable equal to 1 for months during which industry i was
covered by an industry-specific NIRA cartel code of fair competition

� GrthWAGERATEit is the growth rate average real hourly wage rate for industry i in
month t10

� GrthMONEYt is the growth rate of the money supply in month t
� GrthGOVSPDt is the growth rate in real government spending in month t
� GrthGOVREVt is the growth rate in real government revenues collected in month t
� NLRAt is a dummy variable equal to 1 for months after April 1937
� TIMETRENDt is a monthly time dummy which rises by one unit per month.

I also employ 11 month dummies (January is the base month) to control for
seasonality. Although other specifications and methods (such as period fixed effects,
discussed later) are employed, I primarily estimate generalized least squares (GLS) panel
regressions using industry fixed effects. In recognition that my control variables may
affect each industry differently, I estimate the model using cross-section-specific
coefficients for each independent variable that does not vary by industry (e.g. money
supply, government spending, month dummies)Fthis creates a separate coefficient for
each industry for these variables. I also employ cross-section weights so as to estimate
feasible GLS specifications assuming the presence of cross-section heteroscedasticity.
Standard errors are calculated using a White period method which is robust to arbitrary
serial correlation and time-varying variances in the disturbances. The major results of the
paper do not change if I use an ordinary coefficient covariance method. Finally, I use
growth rates in all non-dummy variables both to help control for serial correlation,
which is strongly present when these regressions are run in log levels, and to allow the
expansion of my data set to include both indexed and raw data.

Specifications (1) and (4) of Table 3 report the results of extremely parsimonious
regressions of the NIRA’s impact on employment measured both as number of workers on
payroll (i.e. jobs) in specification (1) and as aggregate employment hours worked in the
economy in specification (4). These regressions show that the growth in the number of
workers on firms’ payrolls rose when covered by both the PRA and the NIRA industry-
specific cartel codes; however, growth in aggregate employment hours of labour was not
significantly different during these months. In terms of magnitude, specification (1) suggests
that during the months when firms were covered by the PRA, the number of workers with
industrial employment grew 1.65% faster than otherwise. Since, on average, a firm in the 28-
industry sample was covered by the PRA for 4.43 months, this translates into a 7.5%
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increase in the number of industrial jobs brought about by the PRA. Given that the NIRA
covered an estimated 22 million workers at its midpoint, the regression coefficients suggest
that 1.65 million more Americans had jobs because of the PRA’s labour provisions. This is
relatively close to the 1.75 million estimate for job growth in the fall of 1933 provided by
Lyon et al. in their 1935 appraisal of the NIRA, which was based on a straightforward
examination of BLS industry-level data comparing average employment in April–June 1933
to that of September–December 1933. This non-ceteris-paribus analysis can be seen visually
in Figures 3 and 4, which show a pronounced jump in jobs, but little movement (and initially
a decline) in aggregate employment hours after passage of the NIRA.

To go beyond the parsimonious analysis and better estimate the effect that the
legislation had on employment, I must control for other important factors that affected
movements in employment during this time. For example, the money supply increased by
24.9% between the June 1933 passage of the NIRA and the May 1935 ending of the
legislation. Likewise, government spending rose much faster than revenues during these
months. To control for changes in fiscal and monetary policy unrelated to the NIRA, or
its subprogramme the PRA, I include monthly measures of the money supply, real
government spending and real government revenues.11 I also include a time trend dummy
since employment may rise over time due simply to population growth rather than
economic conditions, as well as month dummies to control for seasonality, although my
results are not generally sensitive to the inclusion of either of these controls. Finally, I
include a dummy variable accounting for the months after the Supreme Court upheld the
National Labor Relations Act in April 1937, since this legislation also impacted the way
my variables interacted during the sample time period, although again, the results are not
sensitive to its inclusion.

Specifications (2) and (5) (Table 3) include these six control variables as cross-section-
specific coefficients. This estimation method is less restrictive than a common coefficient
one as it allows these control variables to interact differently with each industry. I find
that during months when firms were covered by the President’s Reemployment
Agreement, the number of workers with industrial employment grew 1.35% faster than
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otherwise, ceteris paribus, which translates to 1.34 million additional jobs created by the
PRA’s labour provisions. Interestingly, it is clear that work-sharing (rather than
aggregate employment creation) was the sole basis for this increase in the number of
workers on payrolls. In terms of growth in aggregate hours worked (specification (5)),
PRA months actually saw this measure fall nearly by 2% per month, translating to a
9.1% drop over the 4.43 months when the average industry was covered by the PRA.12

Furthermore, once the industry-specific NIRA cartel codes were passed, the
employment picture became quite bleak. The coefficient on the NIRA code dummy in
specification (2) shows that cartelized firms hired 0.32% fewer workers per month, which
translates to a loss of 1.26 million jobs over the 17.5 months when a typical firm was
covered by an industry-specific code. Aggregating the total effect of the NIRA from

100000

150000

200000

250000

300000

350000

400000

450000

500000

Ja
n-

27

Ju
l-2

7

Ja
n-

28

Ju
l-2

8

Ja
n-

29

Ju
l-2

9

Ja
n-

30

Ju
l-3

0

Ja
n-

31

Ju
l-3

1

Ja
n-

32

Ju
l-3

2

Ja
n-

33

Ju
l-3

3

Ja
n-

34

Ju
l-3

4

Ja
n-

35

Ju
l-3

5

Ja
n-

36

Ju
l-3

6

Ja
n-

37

Ju
l-3

7

FIGURE 4. Aggregate employment hours (thousands) in manufacturing, 1927–1937 (number of workers �
average workweek).

Notes: Dashed line coincides with passage of the NIRA. Series is derived by multiplying ‘US average hours of
work per week, manufacturing total’ (NBER Series 8029a) by ‘Production worker employment, manufac-

turing total’ (NBER Series 8010b).

4000

4500

5000

5500

6000

6500

7000

7500

8000

Ja
n-

32

Apr
-3

2

Ju
l-3

2

Oct-
32

Ja
n-

33

Apr
-3

3

Ju
l-3

3

Oct-
33

Ja
n-

34

Apr
-3

4

Ju
l-3

4

Oct-
34

Ja
n-

35

Apr
-3

5

Ju
l-3

5

Oct-
35

FIGURE 3. Number of workers on payrolls (thousands), manufacturing, 1932–1935.

Notes: Dashed line coincides with passage of the NIRA. Source is ‘Production worker employment,
manufacturing total’ (NBER Series 8010b).

2011] WORK-SHARING DURING THE GREAT DEPRESSION 147

r The London School of Economics and Political Science 2009



August 1933 to May 1935, specification (2) suggests a net effect of only around 80,000
jobs createdF1,340,000 gained under the PRA and 1,260,000 lost under the industry-
specific cartel codes. Specification (5) shows a still bleaker picture with respect to
aggregate hours worked once the industry-specific codes were passed, as aggregate
employment growth fell by 1.57% per month, ceteris paribus. Since the average industry
in my 15-industry sample was covered by its specific code for 18.73 months, this
translates to a 33.6% drop in aggregate hours worked when firms were covered by NIRA
industry-specific codes, ceteris paribus. Figure 4 reveals a drop in the raw data on
aggregate hours worked, but not of such a large magnitude. My results suggest that the
fiscal and monetary stimulus of the period offset much, but not all, of the negative effect
that cartelization and high wage rates had on aggregate hours worked.

The finding of a strongly negative aggregate hours worked effect under the industry-
specific NIRA cartel codes is consistent with the contemporary conclusions of Lyon et al.
(1972, p. 844), who pointed out the negative impact that cartelization and higher wage
rates likely have on employment: ‘It is our view that the NRA has had the effect of
restricting production below the levels it would otherwise have attained, hence that it has
reduced the total amount of employment as measured by the number of man hours of
work done. . . . Merely dividing a smaller amount of work among more workers is neither
recovery nor a good substitute for it.’ The finding is also broadly consistent with more
recent empirical studies of the NIRA’s macroeconomic effects such as Weinstein (1980),
Vedder and Gallaway (1997), Taylor (2002) and Cole and Ohanian (2004). Finally, the
finding of a modestly positive net impact of the NIRA on employmentF80,000 jobsFis
in line with Bernanke (1986, p. 99) who used an eight-industry sample and found that ‘the
NRA tended to increase employment and reduce hours’, although he concludes that the
legislation’s overall effects on employment were small.

It would be interesting to examine the effects of the PRA’s ‘work-sharing’ provisions
themselves on employment. As previously mentioned, 15 of the 28 industries for which
employment data are reported also report hourly wage rates. If one includes industry
hourly wage rate as an independent variable along with the PRA and NIRA code
dummy variables in the same regression, the policy dummies take on new meaningFthe
coefficients can be interpreted as the effect of the policy independent of its mandated wage
rate increases. In essence this can help to separate out the effects of a pure work-sharing
policy via workweek reduction only. In specification (3), I hold wage rates constant and
find that the PRA’s non-wage share-the-work provisions increased job growth, as
measured by the number of workers on payrolls, by 3.3% per month. Since the 15
industries in this sample were covered by the PRA for an average of 3.27 months, this
translates to 2.47 million new employment opportunities attributable to the PRA’s work-
sharing provisions themselves, ceteris paribus. With 11,086,000 Americans reported as
unemployed at the beginning of the PRA, this estimate would have represented an
astounding 22.2% drop in unemployment in less than four months.13

Combining the information from specification (3) with that from specification (2),
which suggested 1.34 million net jobs gained, of the 2.47 million additional jobs
attributable to work-sharing, over 1.1 million were effectively offset by the workweek
reduction’s concurrent requirement that firms pay higher hourly wage rates. Hence the
total effect of the PRA (the 1.34 million jobs gained) was to reduce the ranks of
unemployed by around 12.1%, ceteris paribus. This estimate should be viewed as an
upper bound since, from a general equilibrium framework, some of the additional jobs
created in NIRA-covered industries may have come at the expense of jobs in non-covered
ones such as agriculture. Still, it appears that the PRA was worthy of the massive, and
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largely positive, media attention given it in the late summer and early autumn of 1933. In
terms of raw National Industrial Conference Board (NICB) unemployment data, the
quantity of unemployed workers fell from 11,086,000 in July 1933 to 9,206,000 in
October 1933, before rising again beginning in November, when industry-specific NIRA
codes were being enacted en masse. While some of the nearly 1.9 million person drop in
unemployment can be attributed to fiscal and monetary expansion during these months,
my results suggest that the majority of employment gains are attributable to the PRA’s
work-sharing provisions. Still, my regressions suggest that the employment gains could
have been much larger had it not been for the concurrent increases in hourly wage rates
mandated by the programme.

With regard to aggregate hours worked, all 15 industries for which I have data on
employment and hours of work also report wage rate data, so the sample size is not
diminished by holding wage rates constant. The results reported in specification (6)
suggest that the PRA’s non-wage (i.e. workweek reduction) provisions had no significant
impact on aggregate hours worked, although the sign of the coefficient switches from
negative to positive. This squares with expectations of such a policyFthe idea of work-
sharing is to spread existing work hours to more people rather than to create new
employment. Interestingly, specifications (3) and (6) suggest that the drop in both
measures of employment under the industry-specific NIRA codes was caused primarily
by cartelization (rather than wage increases), since the employment growth declines are
significant even holding wage rates constant, and the coefficient on the NIRA dummy
does not decline much (around 24%) between specifications (5) and (6). In summary, the
results reported in Table 3 suggest that while PRA work-sharing (i.e. a reduction in
hourly workweeks) promoted reemployment by putting more workers on company
payrolls, growth in aggregate hours worked actually fell under the PRA and continued to
do so when firms became covered by their industry-specific cartel codes.

The finding of a relatively large positive impact on job creation under the PRA’s
work-sharing provisions may be viewed as evidence that workweek reductions today
could help to alleviate unemployment, as has been the goal of more recent policies in
Europe. A key difference, however, between the PRA and these programmes is the use of
an overtime payment scheme. The PRA essentially placed a hard cap on work hours,
while most work-sharing programmes today allow firms to hire workers for hours
beyond the cap but require a premium, typically between 25% and 50%, to be paid for
overtime hours. In fact, the assumption of overtime provisions is a key factor driving
many of the theoretical predictions that work-sharing policies may harm employment.
Additionally, it should be noted that my analysis of the PRA is over an extremely short
time period. In the long run, the PRA’s work-sharing restrictions may, indeed, have
caused firms to shift from labour to capital and harmed employment, again as predicted
by some models. A final difference to consider is that the PRA work-sharing was
implemented to cure a large measure of cyclical unemployment, while recent European
programmes primarily target structural unemployment.

Non-employment economic effects of the PRA

While reemployment was clearly the primary goal of the PRA, it may be interesting to
briefly examine how the programme affected other economic variables. Table 4 reports
the results of regressions examining the effects of both the the PRA and the industry-
specific NIRA codes on real industry payroll (the real wage bill to labour), real take-
home pay for the average worker, industry output and industry prices. The regressions
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duplicate those from specifications (2) and (5) of Table 3, employing the money supply,
real government spending, real government revenue, NLRA dummy, month dummies
and a time trend as independent variables.

In specification (1), the sample includes 28 industries for which aggregate payroll data
are reported. Like the employment data, the payroll measure is an index (1923–
1925 ¼ 100); however, since I use monthly growth rates, it makes no difference whether I
have indices or raw numbers. Again, I divide these payroll data by a macroeconomic
price index to convert to real values. A stated goal of the Roosevelt administration was to
increase the ‘purchasing power’ of labour. I find that the PRA did increase the total real
wage bill to labour. Payrolls grew 0.91% per month faster under the PRA, ceteris
paribus, translating into a 4.1% growth in real income to labour for a typical industry in
the sample covered by this programme for 4.4 months, although, again, this varied from
industry to industry since some were covered by the PRA for far longer than others.

Specification (2) examines the growth rate of real take-home pay of an average
worker by multiplying the industry’s average hourly nominal wage rate by the industry’s

TABLE 4

INDUSTRY FIXED EFFECTS PANEL ESTIMATION OF THE EFFECTS OF THE PRA ON FOUR ECONOMIC

VARIABLES

Dependent variables (log differences)
Sample: January 1927 to December 1937

Industry real
payroll

Take-home pay for
average worker

Industry
output

Industry
prices

(1) (2) (3) (4)

Constant � 0.00171 0.00043 � 0.03090 � 0.00212
(� 5.98)nn (2.01)n ( � 3.54)nn ( � 11.53)nn

PRA dummy (Aug 1933 to
code passage)

0.00908 � 0.01128 � 0.02359 0.00845
(4.84)nn ( � 2.32)n ( � 3.44)nn (3.23)nn

NIRA code dummy (code

passage to May 1935)

� 0.00298 � 0.00453 � 0.01392 � 0.00119

(� 1.40) ( � 2.97)nn ( � 5.96)nn ( � 0.94)
Includes cross-section-specific
coefficients on

Dummies for each month Yes Yes Yes# Yes
Log diff. money supply Yes Yes Yes# Yes
Log diff. real government

spending
Yes Yes Yes# Yes

Log diff. real government
revenue

Yes Yes Yes# Yes

Time trend Yes Yes Yes# Yes

NLRA dummy Yes Yes Yes# Yes
Number of cross-sections 28 16 66 38
Number of observations 3668 2096 8372 4978

R2 0.523 0.230 0.099 0.179

Notes
See Table 3 notes.
#With 66 cross-sections, I was unable to compute cross-section-specific coefficients for these variables, so I
estimated common coefficients in specification (3).
nSignificant at 5% level; nnsignificant at 1% level.

150 ECONOMICA [JANUARY

r The London School of Economics and Political Science 2009



average workweek for the 16 industries for which data are reported for these two
variablesFagain, I divide this nominal measure by the price level to obtain real take-
home pay. I find that real take-home pay fell for the typical worker under both the PRA
and the industry-specific codes. Specifically, under the PRA, take-home pay growth fell
by 1.1% per monthFsince industries in this subsample were covered by the PRA for an
average of 3.3 months, this translates to a total drop in real take-home pay of 3.8%,
ceteris paribus. Thus it appears that the increases in hourly wage rates (and prices) under
the PRA were not enough to overcome the shortening of the workweeks to ‘fatten pay
envelopes’, or even keep them steady as the Roosevelt administration had suggested was
a goal. The work-sharing provisions, then, brought an income burden on those who had
a job and kept it throughout, but, as shown in Table 3, created more opportunities for
employment.

Specifications (3) and (4) examine the PRA’s effect on industry output and prices,
respectively. While the Roosevelt administration suggested that higher hourly wage rates
would create more aggregate demand, which should increase output and prices,
neoclassical economic theory suggests that higher labour costs will cause profit-
maximizing firms to reduce output (and employment) and, generally, raise prices, as
would be consistent with a negative supply shock. I find evidence supporting neoclassical
theory rather than the high-wage doctrine. Under the PRA, output growth was 2.4% per
month lower, ceteris paribus. Since the average industry in this sample was covered by the
PRA for 4.98 months, this translates into a 12.3% drop in industry output across the
PRA. Not surprisingly, output growth continued to fall under the industry-specific cartel
codesFaround 26.5% in total across the 17 months. Additionally, I find that prices rose
by 0.8% per month under the PRA. In this case the 38 industries in the sample were
covered by the PRA for an average of 3.92 months, so this translates to a 3.4% rise in
prices under the programme. I do not, however, find any significant impact on growth of
industry prices under the NIRA codes. This suggests that the majority of the price
increases brought about by the NIRA, as documented by Romer (1999) and Weinstein
(1980), occurred when firms were covered by the PRA blanket code rather than by the
NIRA cartel codes themselves.

I also ran a two-stage least squares specification because of the potential endogeneity
of prices and output. The results of specifications (3) and (4) are unchanged, except that
the magnitude of the output decline under the PRA rises, and there is now a statistically
significant increase in prices under the industry-specific NIRA codes. As another check, I
ran specification (3) with lagged industry prices and specification (4) with lagged industry
output. Here the results were largely unchanged from those reported in Table 4.

V. ROBUSTNESS CHECKS

Potential impact analysis

Manufacturing sector level data clearly show that a pronounced increase in the average
hourly wage rate and a drop in the average hourly workweek accompanied the PRA in
August 1933. Specifically, between July and September 1933, the average hourly wage
rate rose from 45.6 cents to 53.6 cents, while the average hourly workweek fell from 42.9
hours to 36.3 hours.14 Of course, the correlation could be spurious if factors other than
the PRA are driving these movements. If such variables are omitted from the regressions,
the PRA and CODE dummy variables may be picking up effects not related to the
legislation. Given the plethora of policy changes and exogenous events during the New
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Deal, empirical studies of the time period are particularly susceptible to such a bias. In
this section I offer a ‘potential impact analysis’ as is common in the policy evaluation
literature, to support to the notion that the PRA affected firm behaviour with respect to
wage rates and hours, and in doing so ultimately affected employment and the other
dependent variables that I employ in Tables 3 and 4.

Since the PRA set specific guideposts for wage rates (40 cents) and workweeks
(35 hours), I can analyse the extent that each industry differed from these guideposts
prior to the policy change to gauge the potential impact that the legislation would have
had on each industry. For example, the PRA’s minimum wage guidepost would
potentially have a large impact on the silk industry, whose May 1933 average hourly
wage rate was 33.4 cents, but would have a much smaller potential impact on the
automobile industry, since its average wage rate of 56.7 cents was well above the
guidepost. Likewise, the workweek guidepost would potentially have a high impact on
the meat industry, whose average workweek was nearly 50 hours, but would have a low
potential impact on the electrical manufacturing industry, whose average workweek in
May 1933 was 35.5 hours. Table 5 reports the average hourly earnings and workweeks
for the industries in my dataset for May 1933 and May 1934. I chose May 1933 since the
NIRA was passed in JuneFthis helps to better measure the impact of the PRA and the
industry codes by examining their values before any policy effects could have been
experiencedFand compare this to May 1934 to minimize seasonal factors. A cursory
examination of this table shows that hourly earnings rose in every industry, and
workweeks fell in most industries.

The key question is whether the lowest-wage industries saw the largest gain, and
whether the highest-workweek industries saw the largest drops. To examine this

TABLE 5

AVERAGE HOURLY EARNINGS (CENTS PER HOUR) AND WORKWEEKS IN MAY 1933 AND MAY 1934
IN 18 (AND 16) INDUSTRIES

Industry
Hourly earnings

May 1933
Hourly earnings

May 1934
Workweek
May 1933

Workweek
May 1934

Chemicals 45.7 56.3 40.1 38.4
Cotton 29.7 44.4
Electrical manufacturing 53.5 65.5 35.5 34.6

Furniture 37.9 53 33.2 32.9
Leather 40.6 55.2 45 37.3
Machinery 54.5 62.2 31.8 37.9

Meat 39.5 52.4 49.3 40.2
Paper production 41.5 50.4 41.2 37.7
Passenger cars 56.7 72.4 33.4 31.9

Pig iron 47.7 64.6 35.4 36.6
Raw silk 33.4 49.9 40.9 29
Rayon 33.4 49.9 40.9 29
Rubber 55.8 75.3 34.7 33.1

Steel sheets 47.7 64.6 35.4 36.6
Total shoes 40.3 56.6 40.5 37.4
Tyres 55.8 75.3

Woodwork machinery 54.5 62.2 31.8 37.9
Wool 34.3 51.9 41.6 32.8
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empirically, I create a series of industry-level dummy variable representing high, medium
and low wage rates and workweeks. Specifically, for the variable High Wage Industry, I
assign an industry a 1 if the reported wage rate was above 50 cents per hour in May 1933,
and 0 otherwise. The MediumWage Industry dummy variable likewise denotes industries
whose wage rates were between 35 and 50 cents per hour in May 1933. The base group
consists of Low Wage IndustriesFi.e. those with hourly wage rates below 35 cents an
hour in May 1933. With respect to workweeks, the dummy High Hour Industry takes on
a value of 1 for those industries where workweeks were greater than 45 hours in May
1933. The Medium Hour Industry likewise represents those industries whose workweeks
were between 38 and 45 hours. The workweek base group is Low Hour Industries, which
are industries with lower than a 38-hour workweek in May 1933.

I duplicate the analysis in Table 3, but employ hourly wage rates and hours of
workweek as the dependent variables. I add four interaction dummies which multiply the
PRA and NIRA code dummies by the High and Medium impact dummies described
above. (High and Medium Wage Industry dummies are employed in specification (1),
while High and Medium Hour Industry dummies are employed in specification (2).)
If the legislation itself drove changes in these variables, the coefficients on the interactions
should be significant. Specifically, one would expect to find that High and Medium Wage
industries would see less of an increase in wage rates caused by the PRA’s 40 cents per
hour guidepost than would the Low Wage industries (a negative coefficient on these
terms). Furthermore, one would expect to find that the High and Medium Hour
industries would have seen a larger drop in hourly workweek than would Low Hour
industries (again a negative coefficient on the interaction terms). If, on the contrary, the
rise in wage rates and cuts in workweeks documented above were caused by, say, a broad
change in aggregate demand via increases in consumer confidence or some other measure
that would have generally affected industries equally (or randomly), then the coefficient
on the interaction dummies should be insignificant.

The results reported in Table 6 offer strong empirical support that the PRA and
NIRA affected firm behaviour with respect to wage rates and workweeks. The results
reported in specification (1) suggest that while wage rates grew by 18.1% per month
under the PRA, ceteris paribus, wage rates grew 16.1% less quickly in High Wage
industries than in Low Wage ones. Furthermore, wage rates grew 13% less quickly in
Medium Wage industries than in Low Wage ones. Finally, wage rates grew 3.1% faster
(16.1–13) in Medium Wage industries than in High Wage ones. With respect to
movements in hours of work per week, specification (2) suggests that while workweeks
fell by 1.96% per month under the PRA, High Hour industries saw workweeks fall 4.5%
faster than the Low Hour base group industries. Furthermore, Medium Hour industries
saw workweeks fall 3.6% faster than Low Hour ones. Finally, High Hour industries saw
workweeks fall 0.9% faster (4.5–3.6) than Medium Hour ones. These results offer
empirical support to the notion that the PRA itself drove the pronounced movements in
wage rates and workweeks that coincided with the legislation. Those industries where the
wage and hour provisions had the most potential impact were those that saw the largest
increases in wage rates and the largest reduction in workweeks under the PRA and NIRA
codes.

Robustness to other specifications

The results of this study are robust to a variety of alternative specifications and methods.
For example, an alternative approach to controlling for macroeconomic factors would be
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to employ period fixed or random effects. A potential shortcoming arises, however, in
that the PRA dummy activates for every industry at the same time, August 1933. This
prevents me from employing period fixed effects along with the PRA and industry-
specific code dummies. I am able to employ cross-section fixed effects and period random
effects specifications, although the F-statistics suggest that the results should be
interpreted with caution. These specifications suggest that the PRA created 1.52 million
new jobs, versus 1.34 million in specification (2) of Table 3. When real wage rates are held
constant, I find that the PRA’s non-wage provisions created 2.46 million new jobs, versus
the 2.47 million found in specification (3) of Table 3. With respect to the aggregate hours
worked, an important difference between these results and those in Table 3 is that the

TABLE 6

INDUSTRY FIXED EFFECTS PANEL ESTIMATION PRA POTENTIAL IMPACT ANALYSIS FOR WAGE

RATES AND HOURS OF WORK

Dependent variables (log
differences)

Sample: January 1927 to
December 1937

Hourly wage
rates
(1)

Hours of
workweek

(2)

Constant � 0.00063 � 0.00640
( � 3.64)nn ( � 1.69)

PRA dummy (Aug. 1933 to code passage) 0.1806 � 0.01967

(6.69)nn ( � 95.70)nn

NIRA code dummy (code passage to May 1935) 0.01493 � 0.00981
(12.04)nn ( � 10.28)nn

Interaction PRA impact dummy (PRA dummy � high
wage/hour industry)

� 0.16069 � 0.04463
( � 5.91)nn ( � 2.31)n

Interaction PRA impact dummy (PRA dummy � medium
wage/hour industry)

� 0.12967 � 0.03604
( � 4.43)nn ( � 2.78)nn

Interaction NIRA impact dummy (code dummy � high
wage/hour industry)

� 0.00920 � 0.00001
( � 4.45)nn ( � 0.01)

Interaction NIRA impact dummy (code dummy �
medium wage/hour industry)

� 0.00922 � 0.00007

( � 6.20)nn ( � 0.21)
Includes cross-section-specific coefficients on dummies for

each month
Yes Yes

Log diff. money supply Yes Yes
Log diff. real government spending Yes Yes
Log diff. real government revenue Yes Yes
Time trend Yes Yes

NLRA dummy Yes Yes
Cross-sections 18 16
Number of observations 2358 2096

R2 0.302 0.271

Notes
See Table 3 notes.
nSignificant at 5% level; nnsignificant at 1% level.
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PRA dummy is positive and significant when wage rates are held constant. Specifically,
total hours worked in the manufacturing sector rose 2.9% per month faster during PRA
months, which translates to a 9.8% rise in employment hours over the course of the
legislation. In the regressions using macroeconomic and monthly control variables, the
coefficient was positive but insignificant.

As another robustness check, I created a pre-NIRA dummy variable for the months
of June and July 1933 to control for the surge in output that followed just before and
immediately after the NIRA was passed, but before the 1 August implementation of the
PRA and the subsequent passage of industry-specific codes. I include this dummy in all
the regressions from Tables 3, 4 and 6. None of the major results change, and the
magnitude of the coefficients are basically unaltered. In fact, I do find that output and
employment rose significantly during June and July 1933, which is why I thought such a
control variable may be warranted. One possible explanation for this is that firms
expanded output in a race for more market share in anticipation of production quotas or
other production-oriented restrictions being included in their industry-specific codes.
Another possibility is that a wave of consumer confidence caused the surge.

I also experimented with log levels of employment (with a lagged dependent variable)
rather than log differences. While these specifications suffer from a serial correlation
problem, they confirm the major results. In addition, I tried lagging the fiscal and
monetary policy variables under the assumption that such a stimulus may have a delayed
effect. Again, the results are largely unchanged. Finally, I tried variations upon the
macroeconomic control variables, replacing or supplementing the growth rate of the
money supply and government budget variables with the growth rate of an index of
business activity, an index of durable output, interest rates and various price indices.
Again, the major results are robust to all these variations.

VI. CONCLUSIONS

Recent popular press studies by Powell (2003) and Shlaes (2007) embody a recent trend
of reexamining the New Deal in a less than flattering light. Roosevelt’s call to ‘bold,
persistent experimentation’ clearly resulted in some successful policies as well as some
failuresFstudies that focus on only one of these two aspects can easily paint Roosevelt
as either a saviour of capitalism or a leader who stood in way of economic recovery.
Consistent with the New Deal as a whole, the President’s Reemployment AgreementFa
subprogramme of the National Industrial Recovery ActFcontained both an economic
policy that brought employment relief and one that worked against this goal.

The PRA’s ‘work-sharing’ mandate, accomplished by slashing workweeks, appears
by any measure to have been strongly successful with respect to the goal of short-term
reemployment. I estimate that, ceteris paribus, this policy added 2.47 million workers to
private sector payrolls, which would represent a nearly 22% decline in economy-wide
unemployment in just a few months. Unfortunately, the PRA’s concurrent wage rate
increasing mandate offset over 1.1 million of these potential new jobs. Still, in offering an
answer to the question embedded in the title of this paper, I conclude that the PRA
promoted reemployment in the late summer and early autumn of 1933 when the nation
sorely needed it. When I look more broadly at the NIRA as a whole, once industries
passed their specific ‘codes of fair competition’, I find that cartelization had a strongly
negative effect on both the number of jobs and the aggregate quantity of hours worked.
My analysis of output and prices under the NIRA codes suggests that cartelization
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brought about a negative supply shock, as would be predicted by microeconomic theory.
This is consistent with recent studies such as Cole and Ohanian (2004), which conclude
that the legislation as a whole (PRA included) reduced output and retarded recovery. On
net, my analysis suggests that 80,000 jobs were created by the PRA/NIRA between
August 1933 and May 1935, but the legislation brought a large drop in aggregate hours
worked sector-wide.

Although caution should be observed when applying the experiences of certain
countries or time periods to others, perhaps the main lesson that the New Deal work-
sharing experiment can provide to the modern policy debate is as follows. Work-sharing,
through mandated shorter workweeks, can be an effective short-run tool in combating
major episodes of cyclical unemployment. However, while work-sharing may enhance
employment opportunities, the political compromises that may be required to enact these
provisions may impose significant costs from a macroeconomic perspective.
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NOTES

1. In a radio address on 24 July 1933, Roosevelt stated: ‘If all employers in each competitive group agree
to pay their workers the same wagesFreasonable wagesFand require the same hoursFreasonable
hours, then higher wages and shorter hours will hurt no employer. Moreover [it] makes more buyers
for his product’ (New York Times, 25 July 1933, p. 2).

2. In the recent French ‘work-sharing’ Aubry Act, firms were given an incentive to comply with the 35-
hour week via reductions in social security contributions for firms that effectively reduced the
workweek and guaranteed a certain level of employment. See Logeay and Schreiber (2006) for more
institutional details on French work-sharing.

3. For example, the Midland Republican (Michigan) printed the names of all 88 businesses in Midland
who were on the Honor Roll on 17 August 1933. As a newspaper serving a much larger metro area, the
Lansing State Journal, for example, generally published firms ‘coming under the provisions of the
NRA’ from noon the previous day to noon the day of publication during August 1933. Newspapers
from the largest metro areas, such as the Chicago Tribune and Washington Post, generally printed
aggregate numbers in terms of the number firms signing on the previous day as well as the names of the
largest concerns to do so.

4. Taylor and Klein (2008) employ a game-theoretic model of the NIRA cartel compliance mechanism
and present empirical evidence that firms’ beliefs in the importance of the Blue Eagle compliance
emblem affected economic decisions. They offer evidence that waning enthusiasm for the emblem in
the spring of 1934 help lead to cartel breakdown.

5. This was quoted in the Helena Independent, 7 November 1933, p. 2. The 4 million job number was also
cited in NRA Release no. 1874, p. 5. It is unclear, but this estimate by the Roosevelt administration
may also include employment provided by the Public Works Administration which was set up under
the NIRA. The analysis here focuses on the NIRA’s labour provisions and hence treats such
government expenditures as exogenous from the PRA and the NIRA.

6. Alexander (1994) concludes that relaxation of anti-trust law under the NIRA acted as an important
coordination device which helped industries to sustain collusion after the legislation expired. Krepps
(1997), however, finds that when the sample is expanded to include industries not covered by the NIRA
to be used as a comparison group, the NIRA codes did not facilitate collusive outcomes after the
NIRA time period. Alexander (1997) also explores the role that cost and product heterogeneity played
in facilitating collusion under the NIRA. Taylor (2007) examines how specific attributes of the NIRA
codes, such as the presence of production quotas, data filing requirements and restrictions on
productive capacity, affected the ability of industries to attain collusive outcomes under the legislation.

7. Work-sharing programmes have also been contentious in the political arena. In May 2007 Nicolas
Sarkozy said that it was a ‘stupid idea to believe that it is by working less that we will create more
wealth and more jobs’. As President of France, Sarkozy drafted a May 2008 bill that would scrap the
35-hour limit (Wall Street Journal, 30 May 2008, p. A9).

8. Bernanke (1986) creates a model that could help to explain how hourly wage rates rose while
workweeks fell during the Great Depression, apart from any exogenous effects that New Deal
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legislation may have had. Of course, to the extent that firms complied with the PRA provisions, rising
wage rates and falling workweeks were largely exogenous during these months.

9. Technically, the contracts signed under the PRA expired on 31 December 1933. Rather than
duplicating the administrative burden of having all firms not under a ‘permanent’ industry code sign
and get approval of another blanket agreement, Roosevelt announced by Executive Order that
‘Display of the Blue Eagle on or after January 1, 1934 . . . shall be deemed an acceptance’ of the terms
of the firm’s previous blanket agreement (Washington Post, 21 December 1933, p. 1).

10. All real variables are computed by dividing nominal variables by the ‘Index of the general price level’
(NBER series 04051).

11. Technically, Title II of the NIRA authorized $3.3 billion of government spending for the financing of
public works, so more specifically, regressions that include government spending as a control variable
are estimating the NIRA’s and PRA’s non-Title-II impacts. The private sector employment impact of
such relief spending has been analysed by Neumann et al. (2009). The authors employ a panel VAR
method and find that an increase in work relief spending led to a decline in private employment
consistent with the complaints of contemporary employers who claimed that work relief competed with
the private sector.

12. The finding that aggregate employment under the PRA fell while the number of jobs rose is interesting
in light of Bernanke and Powell (1987). These authors find that during the interwar period, variations
in the workweek account for around half of the variation in aggregate employment hours. Downturns
often caused reductions in workweeks rather than massive layoffs. However, in the postwar era the
relatively steady workweek meant that changes in aggregate employment hours in the face of a demand
shock were largely accomplished through layoffs or increased hires.

13. Unemployment data are from the series ‘Unemployment’, 1929–1944, by the National Industrial
Conference Board (NBER Series 08084). Unemployment was measured as the difference between the
number of people in the labour force and the number of people working.

14. Wage data are from ‘US average hourly earnings, twenty-five manufacturing industries, National
Industrial Conference Board’ (NBER Series 8142). Workweek data are from ‘US average hours of
work per week, manufacturing industries, total wage earners, National Industrial Conference Board’
(NBER Series 8029a).
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Our paper seeks to gain insights into the effect of labour market institutions on the dynamics of the labour

market during the diffusion process of new technologies. We develop an endogenous job destruction

matching framework, with heterogeneous workers, where the segmentation of the labour market between

workers having the required ability to do a technological job and the rest of the workers is endogenous. The

dynamics of this segmentation may follow a monotonous decreasing path or a non-monotonous U-shaped

path depending on the unemployment benefit system. If benefits are generous, we are in the U-shaped case.

INTRODUCTION

The relationship between labour market institutions and the effects of technological
diffusion on the dynamics of the labour market remains an unexplored research field. As
shown by Figure 1, a negative correlation seems to arise between technological
employment (information and communication technology (ICT) related occupations, by
broad definition) and the generosity of labour market institutions. More precisely,
countries with generous unemployment benefit (UB) systems have a lower proportion of
technological employment. As new technologies become increasingly diffused, the
situation worsens (the relationship was more negative in 2007 than in 1995).

An overview of the existing literature (see Section I) allows us to distinguish between
two stages in the diffusion process of information and communication technologies.
First, at the beginning of the technological diffusion, the adoption of new technologies
was associated with an increase in the relative demand for skilled labour (non-production
workers) compared to that for unskilled (production) workers, in what became widely
known as the skill biased technological change (SBTC). Second, there seems to have been
a progressive replacement of workers doing routine tasks by machines. Surprisingly, this
type of worker is, in general, medium-qualified. Putting both stages together yields a kind
of U-shaped progression in the relative unemployment rate of medium-skilled workers,
who initially had access to the expanding technological sector and then were excluded
from it. Whereas there is not enough literature on the subject to talk about a stylized fact,
the progression of the French medium-skilled relative unemployment rate seems to
correspond well to our intuition (see Figure 2).

The objective of this paper is to develop a theoretical framework allowing us to make
the link between labour market institutions and the proportion of workers employed in
positions requiring the use of ICT during the diffusion process of new technologies.
Comparing the United States and European experiences, we realize that the diffusion of
ICT has promoted a rise in wage inequalities when UBs are low (the USA), whereas it
has fostered an increase in unemployment rates in Europe, where UBs protect the living
standards of people out of work and prevent an adjustment through wages. This
highlights the prominent role of UBs on labour market outcomes. All in all, European
unemployment and US wage inequality are two sides of the same coin.
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We propose to analyse these features using an equilibrium unemployment model with
heterogeneous workers and jobs. We assume that the economy is composed of a
continuum of workers individually characterized by a given skill or ability level.1 We also
suppose that ICT and workers’ abilities are complementary. We then distinguish between
two types of jobs: simple jobs, where novel technologies are not used, so the worker’s
ability level does not influence productivity; and complex jobs, where, in contrast, new
technologies are used and therefore the worker’s productivity is proportional to his
ability level. Compared to the related literature on task biased technological change
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FIGURE 1. Correlation between the replacement ratio and the proportion of ICT-related occupations in
various OECD countries, 1995, 2003.

Source of the average replacement ratio: OECD, Benefits andWages Database (see Bassanini and Duval 2006).
Available from the authors on request. Source concerning ICT-related occupations (broad definition): OECD
Information Technology Outlook 2004, Chapter 6. The data for 2007 can be found in OECD Information

Technology Outlook 2008. For Australia, Finland and Sweden, the first year is 1997 and not 1995.
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FIGURE 2. The relative unemployment rate of medium-qualified (baccalaureate or equivalent diploma)
workers, France 1982–2006. (Source: French National Statistical Institute.)

160 ECONOMICA [JANUARY

r The London School of Economics and Political Science 2009



(see Section I), complex jobs imply the performance of both routine (programmable) and
non-routine (non-programmable) cognitive tasks. The least qualified workers in complex
positions (which corresponds to medium-qualified workers) are supposed to perform routine
tasks, and the highest-qualified workers perform non-routine tasks. This correspondence
between ability level and performed task constitutes the only way that we have to distinguish
between routine and non-routine tasks within complex jobs. Similarly, simple jobs in our
framework correspond to what are traditionally known in the literature as manual jobs.
Nevertheless, because this paper focuses on technological positions (complex jobs), the
analysis of the simple segment remains fairly general and we assume that all abilities are in
competition for a simple position (no possible distinction between routine and non-routine
simple tasks can be supposed, as we do in the complex segment).

We extend the work of Mortensen and Pissarides (1999) by introducing an
endogenously segmented labour market between workers having at least the threshold
ability level giving access to complex positions, and the rest of the workers, who can
occupy only simple positions. Firms offering a complex job support a setup cost, but the
adoption of new technologies is supposed to improve their productivity. Furthermore, we
assume a kind of learning process à la Greenwood and Jovanovic (2000), so that the
setup cost of complex jobs decreases exponentially with technological diffusion (and thus
the aggregate productivity associated with complex jobs increases).

The originality of our approach is to focus on the role of labour market institutions,
which is introduced by indexing UBs to aggregate productivity. We abstract from the factor
substitution relationship between computer capital and labour input in routine tasks
proposed by Autor et al. (2003) or Autor and Dorn (2007) using an aggregate production
function. We assume a one job, one firm setup and also consider search frictions. Our
framework can be viewed as a complement to the existing literature, in which labour market
frictions and institutions are omitted (see Section I). Concerning job competition, we extend
the studies of Gautier (2002) and Dolado et al. (2000) where the segmentation of the labour
market is completely exogenous, and also the framework presented in Albrecht and Vroman
(2002), where the ability level of the workers does not play any role in this segmentation. As
in Mortensen and Pissarides (1999), we consider an endogenous job destruction framework
where the labour market is endogenously segmented between simple and complex jobs, but
contrary to them, we allow different skill levels to compete for simple jobs.

By assuming an endogenous job destruction framework, we allow the minimum skill
requirement to occupy a complex position (which determines the segmentation of the labour
market) to follow either a non-monotonous or a monotonous path, depending on the
generosity of the UB system. This constitutes a clear advantage with respect to an exogenous
job destruction framework, which predicts a monotonously decreasing threshold ability level
to occupy complex positions, independently of the hypothesis made on labour market
institutions. Our results also reveal that UBs can rapidly exclude medium-qualified workers
from complex positions, depending on whether the reduction in the setup costs and the
productivity gains induced by the diffusion of ICT manage or not to compensate for wage
increases (generated by the indexing of UBs to average productivity). Furthermore, because
the reduction in the setup cost is not linear, a given ability level initially having access to
complex positions may be excluded from this type of job during the diffusion process of ICT.

Numerical simulations suggest that reducing the replacement ratio by half allows us
to increase the number of people qualifying for complex positions by 30%. This
exclusion process for medium-qualified workers is also found in terms of job instability.
In the presence of generous UBs, a given ability level is associated with a higher firing
rate than in an economy with a restrictive unemployment insurance system. Similarly, in
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some periods of the technological diffusion process, unemployment rates in the presence
of high UBs are twice as high as the ones found in an economy with low UBs. Aggregate
unemployment rates are also increased by the presence of generous labour market
institutions. More precisely, the unemployment rates in the simple segment and the
complex segment are, on average, five percentage points and two percentage points
higher than in an economy with low UBs.

The paper is organized as follows. The next section develops a brief survey of the
related literature. Section II describes our theoretical framework and its assumptions,
as well as the agents’ behaviour. The steady-state equilibrium is described in Section III,
and the effects of a biased technological shock in Section IV. Numerical simulations are
implemented in Section V. Section VI concludes.

I. RELATED LITERATURE

The impact of new technologies on the labour market has been widely analysed by
economists. An overview of the empirical literature on the subject supports our
introductory claim: technological diffusion can be understood in two stages. During the
first stage, the adoption of new technologies, embodied or disembodied in the capital
stock, favours the relative demand of qualified labour (skill biased technological change),
either because of technological requirements (see Berman et al. 1994 for an analysis in the
USA, and Machin and Van Reenen 1998 for several OECD countries) or because of
induced organizational changes within firms (see Aguirregabiria and Alonso-Borrego
2001 for an example in the Spanish economy, or Caroli and Van Reenen 2001 for the
United Kingdom and France).

In the second stage, the effect of new technologies is analysed in terms of tasks rather
than in terms of labour qualification. More precisely, recent studies consider that the
production process consists of both routine (programmable) tasks and non-routine (non-
programmable) tasks. Routine tasks are performed by middle-skilled workers and can be
either cognitive or manual (for example, bookkeeping, clerical work and repetitive
production tasks). Non-routine tasks concern, on the one hand, abstract tasks performed
by educated professionals and managers, the productivity of which depends essentially
on access to abundant information and analysis. On the other hand, they also include
low-skilled manual tasks, such as picking up irregularly scattered objects or walking
through a crowd of moving people, that are difficult to automate or outsource since they
require interpersonal and environmental adaptability as well as direct physical proximity.
(See Table A1 in Appendix A for a definition of the tasks.)

Autor et al. (2003) note that computers are best at executing routine tasks that follow
clearly defined procedures. At the same time, computers struggle with tasks that are less
repetitive or require a large degree of environmental adaptability. These include abstract
cognitive and interactive tasks, usually performed by high-skilled workers, but also manual
tasks usually performed by low-skilled workers (see also Autor et al. (2006) and Autor and
Dorn (2007) for other analysis on US data, Goos and Maning (2007) for the UK, Spitz-
Oener (2006) for Germany, or Maurin and Thesmar (2005) for France). This task biased
technological change (TBTC) fosters a progressive polarization of the labour market
between ‘lousy and lovely jobs’ (Goos and Maning 2007), that is, between non-routine
cognitive positions, generally occupied by high-skilled labour, and non-routine manual
positions, traditionally reserved for non-qualified labour. As a result, the proportion of
medium-skilled workers, normally associated with routine positions, decreases.
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The development of all this empirical literature has been accompanied by a strand of
theoretical papers providing some macro and micro foundations. From a macroeconomic
point of view, Moreno-Galbis and Sneessens (2007) present a general equilibrium model
with heterogeneous jobs and workers in order to analyse the relationship between the
diffusion of ICT and the rise in low-skilled unemployment during the period 1975 to 2000.
Ngai and Pissarides (2007) develop a multi-sector model of growth with differences in the
total factor productivity (TFP) growth rates across sectors. They manage to reproduce the
simultaneous growth in the relative prices and employment shares of stagnant sectors (such
as community services). Their model predicts a shift of employment away from sectors with
a high rate of technological progress towards sectors with low growth. At the limit, all
employment converges to only two sectors, the sector producing capital goods and the sector
with the lowest rate of productivity growth.

From a micro-economic point of view, Lindbeck and Snower (2000) develop a
theoretical framework to show how the introduction of new information and
communication systems, flexible machine tools, programmable equipment and the
widening of human capital have fostered a workplace restructuring process of firms
towards a holistic organization requiring multi-skilled workers. Beaudry and Green
(2003) propose an endogenous technology adoption model in which geographic variation
in computer adoption is driven by the relative abundance or scarcity of skilled workers,
who are complemented by computer technology.

Autor et al. (2003) develop a stylized model where the production process includes
abstract tasks implemented by high-skilled workers, routine tasks implemented by medium-
skilled workers or computer capital, and manual tasks performed by low-skilled workers.
Computerization is a complement to abstract rather than manual tasks. Specifically, it
complements workers in abstract tasks by greatly reducing the cost of one of their primary
inputs: information. The exogenous driving force of the model is the decline in the price of
computer capital, which lowers the price of routine task input and increases the demand for
routine tasks. Finally, Autor and Dorn (2007) complement the theoretical framework
presented in Autor et al. (2003) by equating manual tasks with service producing
occupations. Technical advances in routine tasks impact service occupations via the
reallocation of labour (workers previously employed in routine tasks are reallocated to
manual tasks) and changes in consumption patterns (the demand for services is increased).

In summary, during the first stages of technological diffusion, the emergence of
repetitive tasks in the production process raises the demand for medium-qualified
workers, who could easily develop these tasks. However, subsequent technological
improvements make the human presence in repetitive tasks less useful.

II. THE MODEL

In this section, we first present the main assumptions of the model: technologies,
matching process, and firm and worker heterogeneities. Second, we derive the optimal
behaviours of the labour market participants, and define labour market institutions and
the wage bargaining process.

Assumptions

Worker’s ability and technology of production We assume that the economy consists
of a continuum of workers individually characterized by a given skill or ability level.
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The ability levels a(i) are drawn from the distribution g(a(i)) over an interval
½a; a� ¼ ½0; 1�.

The firm may offer either a complex job, in which the worker implements cognitive
tasks, or a simple job, in which the worker implements more manual tasks. The simple
job is associated with a fixed coefficient technology requiring one worker to produce hþ e
units of output per period, where e represents the random idiosyncratic productivity shock,
and h represents the deterministic productivity component. In this type of task, the worker’s
ability level does not enhance productivity. A complex job is associated with a fixed
coefficient technology requiring one worker with a skill level above a threshold value a(i f )
to produce p � aðiÞ þ e units of output per period, where e is a random idiosyncratic
productivity shock, a(i) stands for the worker’s skill level, and p represents the unitary
productivity associated with each ability level (state of technology). Because complex jobs
are naturally more productive than simple ones, p must be greater than or equal to h.

The matching process Firms know perfectly the distribution of abilities among workers.
Moreover, when opening a vacancy, they specify the required ability level to qualify for it
(directed search2). The vacancy may then be filled and the worker starts producing, or
remains empty and the employer continues searching.

We distinguish between two large categories of workers: those having at least an
ability level aði f Þ giving access to complex positions, and those having a qualification
below aði f Þ who can apply for only simple positions. In spite of having the possibility of
occupying a complex vacancy, it may be in the interest of a worker with an ability level
above aði f Þ to search in the simple segment if her probability of finding a complex job is
too low. Let us call aðiwÞ � aði f Þ the threshold skill level below which it is in the interest
of a worker to search for a simple job. The segmentation of the labour market will then
be determined by að~iÞ ¼Max½aði f Þ; aðiwÞ�.

The number of contacts per period in the simple segment ðMS
t Þ is represented by the

constant returns to scale matching function MS
t ¼ m vS;

P~i
j¼1 u

j
� �

. The labour market

tightness in the simple segment is then given by yS ¼ vSP~i

j¼1u
j. In this segment, workers

with divergent ability levels compete for a given type of job. The larger the number of
people with different skill levels looking for a simple job, the lower the labour market
tightness (yS) of this segment and the more intense the job competition. The probability

of filling a simple vacancy equals qðySÞ ¼MS
t =v

S, and the probability of finding a simple

job is represented by pðySÞ ¼MS
t =
P~i

j¼1 uj ¼ ySqðySÞ.
For workers searching for complex positions ðaðiÞ>að~i ÞÞ, we consider an infinitely

segmented labour market in which, for each ability level, the labour market tightness equals
yMi ¼ vMi =u

i, where vMi stands for the number of complex vacancies directed to a skill level
a(i), and ui represents the number of unemployed workers with an ability level a(i). The
number of contacts per period ðMM

it Þ is given byMM
it ¼ mðvMi ; uiÞ. The probability of filling

a vacancy requiring a skill level a(i) equals qðyMi Þ ¼MM
it =v

M
i , and the probability that a

worker with ability a(i) will find a job is pðyMi Þ ¼MM
it =ui ¼ yMi qðyMi Þ.

The job productivity shocks We assume an endogenous job destruction framework: if the
stochastic productivity of a firm is below a given reservation level, then the optimal
policy is to close the job. The values of the random idiosyncratic productivity parameter e
are drawn from the distribution F over the interval ½e; e�. The process that changes this
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idiosyncratic term is the same for both types of job, and it follows a Poisson distribution
with arrival rate lA[0, 1]. Therefore for every period there exists a probability l that the
firm is hit by a shock such that a new value of e has to be drawn from F. Because search
and hiring activities are costly, the new productivity level arising after the shock may
indeed be too low to compensate either party for their efforts. The reservation
productivity level will be denoted eMi for the complex job and eS for the simple job. We
assume that the first period idiosyncratic productivity in both types of job is at its
maximum level, e, so that all jobs last at least one period.

The setup cost The IT revolution has fostered the emergence of complex positions where
the worker is required to use computer capital. The first firms introducing these jobs had
to bear high setup costs. However, as new technologies became diffused across the
economy and complex jobs became increasingly abundant, these setup costs decreased
thanks to positive spillovers: the follower firms did not make the same mistakes as the
leaders made, so we can assume that the setup costs associated with the creation of
complex positions fall as their number increases. This kind of learning process is close to
the one introduced in Greenwood and Jovanovic (2000).

To formalize this idea, we simply define the process

ð1Þ KðpÞ ¼ e�gðp�p0Þ;

where g represents the speed of adjustment, p is the current state of technology (productivity
of complex positions), and p0 stands for the final or potential technology level. Initially
pop0, and at the end of the catch-up p ¼ p0, implying that K(p) ¼ 1. Because the setup cost
is given by an inverted exponential function, it will start decreasing faster than the linear
increase in p. However, at the end of the ICT diffusion process, the subsequent decreases in
K(p) will be lower than the rise in p. Finally, note that since we are not considering a growth
framework but rather a gradual technological shift, the value of p is upward bounded.

Agent behaviours

A vacancy can remain unfilled and the employer continues searching, or be filled and the
worker starts producing. The associated asset value to each of these situations is represented
by VM (a(i)) (respectively VS) when a complex (respectively simple) vacancy is empty, and by
JMðaðiÞ; eÞ (respectively JS(e)) when the complex (respectively simple) vacancy is filled. In
the same way, the value to the worker in a complex (respectively simple) job is denoted as
WMðaðiÞ; eÞ (respectively WS(e)). Finally, the average expected return on the worker’s
human capital when looking for a job is represented by UM(a(i)) (respectively US) when the
worker’s skill level is above (respectively below) the threshold value að~iÞ.

The firms When the firm opens a vacancy, it bears a cost c per unit of time, whatever the
skill level required to fill the vacancy.3

There are probabilities 1� qðyMi Þ and 1� qðySÞ that the complex and simple
vacancies, respectively, remain empty next period. On the other hand, there are
probabilities qðyMi Þ and qðySÞ that the complex and simple vacancies are filled. The asset
values associated with a searching vacancy are then

ð2Þ
VMðaðiÞÞ ¼ � cþ bð1� qðyMi ÞÞVMðaðiÞÞ

þ bqðyMi ÞðJMðaðiÞ; eÞ � KðpÞÞ;
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ð3Þ VS ¼ �cþ bð1� qðySÞÞVS þ bqðySÞJSðeÞ;

where b is the discount factor.
From the second period of the match, the asset values associated with complex and

simple jobs are respectively defined as4

ð4Þ

JMðaðiÞ; eÞ ¼ p � aðiÞ þ e� wMðe; aðiÞÞ þ bð1� lÞ

Max½JMðaðiÞ; eÞ;VMðaðiÞÞ�

þ bl
Z e

e
Max½JMðaðiÞ; xÞ;VMðaðiÞÞ�dFðxÞ;

ð5Þ
JSðeÞ ¼ hþ e� wSðeÞ þ bð1� lÞMax½JSðeÞ;VS�

þ bl
Z e

e
Max½JSðxÞ;VS�dFðxÞ;

where wMðe; aðiÞÞ and wSðeÞ represent, respectively, the wages paid to a worker in a
complex job and in a simple job. The firm opens vacancies until all rents are exhausted
(VM (a(i)) ¼ 0, VS ¼ 0), that is,

ð6Þ c

qðyMi Þ
¼ bðJMðaðiÞ; eÞ � KðpÞÞ;

ð7Þ c

qðySÞ
¼ bJSðeÞ:

Similarly, it is not in the interest of the firm to continue a match for all productivity
levels below JSðeSÞ ¼ 0 in simple jobs and JMðaðiÞ; eMi Þ ¼ 0 in complex jobs of ability
a(i). These job creation and job destruction rules will allow us to determine the
equilibrium labour market tightness and critical productivity level in each segment.

The workers An unemployed worker receives a flow of earnings wu
i including

unemployment benefits, leisure, domestic productivity, etc. For simplicity and realism
we will assume that the unemployment benefit earned by someone in the complex
segment remains above the unemployment benefit obtained by someone in the simple
segment, wu

M>wu
S.

A job seeker with ability aðiÞ>að~iÞ comes into contact with a complex vacant slot at
rate yMi qðyMi Þ, while a job seeker looking for a simple job comes into contact with a
vacancy at rate ySqðySÞ. The asset value of unemployment to each type of worker is given
by

ð8Þ
UMðaðiÞÞ ¼ wu

M þ bð1� yMi qðyMi ÞÞUMðaðiÞÞ

þ byMi qðyMi ÞWMðaðiÞ; eÞ;

ð9Þ US ¼ wu
S þ bð1� ySqðySÞÞUS þ bySqðySÞWSðeÞ:

The asset value of unemployment to a worker searching in the simple segment is
independent of her ability because her job opportunities and unemployment benefits do
not depend on it.
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One of the interesting contributions of our theoretical framework is to allow workers
to search for a job in the segment where their expected value of unemployment is higher.
In this sense, we have the following.

� If a(i)4aði f Þ, then UMðaðiÞÞ ¼Max½US;UMðaðiÞÞ�. All workers having an ability level
below a critical a(iw) for which UMðaðiwÞÞ ¼ US will search in the simple segment in
spite of having the required skills to apply for complex jobs.5

� If aðiÞ<aði f Þ, then US ¼Max½US;UMðaðiÞÞ�. Since these workers have a zero
probability of finding a complex job, it is always in their interest to remain in the
simple segment: US ¼Max½US;UMðaðiÞÞ�.

The present values to the worker of a complex and a simple job solve the following:6

ð10Þ
WMðaðiÞ; eÞ ¼ wMðaðiÞ; eÞ þ bð1� lÞMax½WMðaðiÞ; eÞ;UMðaðiÞÞ�

þ bl
Z e

e
Max½WMðaðiÞ; xÞ;UMðaðiÞÞ�dFðxÞ;

ð11Þ
WSðeÞ ¼ wSðeÞ þ bð1� lÞMax½WSðeÞ;US�

þ bl
Z e

e
Max½WSðxÞ;US�dFðxÞ:

The unemployment benefit

We introduce the role of labour market institutions by assuming that unemployment
benefits are indexed to general productivity. As noted in Pissarides (1990), indexing
unemployment benefit to the average wage creates complications in a model like ours
where the equilibrium is characterized by a conditional wage distribution and not by a
unique wage rate. In these cases a convenient shortcut is to define benefits in terms of the
general productivity parameter p, which is unique and exogenous. Whether indexed to
the average wage or to the productivity parameter, the intuitive idea behind this
formalization of unemployment benefit is that the European unemployment system is
redistributive, therefore improvements in general standards of living are reflected in
unemployment benefit.

For high-productivity workers (unemployed people in the complex segment) the
unemployment benefit is indexed to their productivity level: wu

M ¼ dM � p, with dM being a
positive constant smaller than 1. Similarly, for low-productivity workers (simple
segment) the unemployment benefit is defined as wu

S ¼ dS � p, with dS being a positive
constant smaller than dM.

The wage bargaining process

Since search and hiring activities are costly, when a match is formed, a joint surplus is
generated. At the beginning of every period, the firm and the employee renegotiate wages
through a Nash bargaining process that splits the joint surplus into fixed proportions at
all times. We denote the bargaining power of workers as ZA(0, 1). We assume a two-tier
wage contract where the first tier wage rate ðwM1ðaðiÞÞÞ includes the setup costs borne by
the firm during the first period of the match. In the subsequent bargaining problem
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ðwMðaðiÞÞÞ, the employer threat point does not include setup costsFthose are sunk.7 In
the simple segment, there are no setup costs, therefore we have a unique wage. The wage
contracts are

ð12Þ wM1ðaðiÞÞ ¼ ð1� ZÞwu
M þ Zðp � aðiÞ þ eþ cyMi � KðpÞð1� bð1� lÞÞÞ;

ð13Þ wMðaðiÞÞ ¼ ð1� ZÞwu
M þ Zðp � aðiÞ þ eþ cyMi Þ;

ð14Þ wS ¼ ð1� ZÞwu
S þ Zðhþ eþ cySÞ;

where we realize that wages result from a weighted average between the worker’s outside
option on the one hand, and the worker’s productivity and labour market conditions, on
the other hand.

III. THE STEADY STATE

Job creation and job destruction rules: labour market equilibria

As long as the joint surplus (the one obtained by the firm plus that of the worker) is
positive, the job goes on. If the joint surplus becomes negative, the match breaks down.
For each type of job there thus exists a critical productivity levelFeMi for complex jobs
and eS for simple onesFbelow which the surplus is negative and it is not profitable to
pursue the job.8

Integrating by parts yields the following expressions for the complex and simple job
destruction rules:

ð15Þ pdM þ
Z

1� Z
cyMi ¼ paðiÞ þ eMi þ

bl
1� bð1� lÞ

Z e

eM
i

ð1� FðxÞÞdx;

ð16Þ pdS þ
Z

1� Z
cyS ¼ hþ eS þ bl

1� bð1� lÞ

Z e

eS
ð1� FðxÞÞdx;

where the left-hand side stands for the search value of unemployment and the right-hand
side stands for the firm’s minimum asset value obtained from a job.

At the steady state, the firms open vacancies until no more benefit can be obtained,
that is, all rents are exhausted and the free entry condition applies: VMðaðiÞÞ ¼ 0 and
VS ¼ 0. From equations (2), (3), (4), (5), the wage equations (12), (13) and (14), and the
critical productivity levels provided from expressions (15) and (16), we derive the
following job creation rules:

ð17Þ c

qðyMi Þ
¼ bð1� ZÞ ðe� eMi Þ

1� bð1� lÞ � KðpÞ
� �

;

ð18Þ c

qðySÞ
¼ b
ð1� ZÞðe� eSÞ
1� bð1� lÞ ;

where KðpÞ ¼ e�gðp�p0Þ.
For simple jobs (occupied by workers with an ability level lower than að~iÞ), we have

the traditional job creation–job destruction theoretical framework introduced by
Mortensen and Pissarides (1994). In this setup, the job creation curve (equation (18))
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is strictly decreasing in the space ½e; yS�, and the job destruction curve (equation (16)) is
strictly increasing, guaranteeing the existence of a unique equilibrium point ½eSn; ySn�.

In the complex segment the equilibrium is also characterized by the job creation and
destruction curves. However, when dealing with complex positions we must distinguish
between three variables of interest: the reservation productivity ðeMi Þ, the labour market
tightness ðyMi Þ, and the ability level corresponding to the considered labour market
segment (a(i)). We first consider the job creation and job destruction curves in the
½yMi ; eMi � space. For any aðiÞ>að~iÞ, the equilibrium labour market tightness and
reservation productivity of the ability segment are determined by the intersection
between the job creation (equation (17)) and job destruction (equation (15)) curves.
While the former curve is negatively sloped, the latter has a positive slope, guaranteeing
the existence of a unique equilibrium.

The endogenous segmentation of the labour market

The labour market is segmented between workers occupying complex positions and those
occupying simple positions. The ability level determining this segmentation is represented by
að~iÞ. As shown below, að~iÞ may result from either the firm’s choice or the worker’s choice.

The firm’s critical ability level for complex jobs Because firms offering a complex position
must support a setup cost equal to K(p) during the first period of the contact, they will direct
their vacancies to workers having at least the ability level required to compensate this cost.
Nevertheless, congestion effects imply that it is not optimal for the firms to direct all the job
offers towards the most highly qualified workers. The minimum ability level required to
exactly compensate the setup cost of opening a complex position is given by aði f Þ.

Proposition 1. The lowest ability level, aði f Þ, hired for a complex position satisfies

ð19Þ
pdM ¼ paði f Þ þ ðe� KðpÞð1� bð1� lÞÞÞ

þ bl
ð1� bð1� lÞÞ

Z e

e�KðpÞð1�bð1�lÞÞ
ð1� FðxÞÞdx:

Proof. The a(i f) slot stands for the least profitable ability in complex jobs: nobody
creates a complex job for an ability level a(i) lower than aði f Þ. At this point the number of
vacancies converges to zero, leading to the following free entry condition:

ð20Þ
e� eM

i f

1� bð1� lÞ ¼ KðpÞ ¼ e�gðp�p0Þ:

The firm must then determine the ability level, ai ¼ aði f Þ, supporting this reservation
productivity. To this end, we set yif to zero in the job destruction rule (equation (15)):

ð21Þ pdM ¼ paði f Þ þ eMi f þ
bl

1� bð1� lÞ

Z e

eM
i f

ð1� FðxÞÞdx:

Combining equations (20) and (21) yields equation (19). &
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For a very low degree of ICT diffusion (low p), setup costs will be so high that it will
not be in the interest of the firm to offer any complex position (aði f Þ high). Indeed, high
setup costs must be compensated by a low idiosyncratic productivity component (low
eM
i f
); for given labour market institutions (dM), the threshold ability level aði f Þ will be

high. Moreover, generous unemployment benefits (high dM) are associated with higher
levels of aði f Þ, reducing the proportion of technological employment.

The worker’s critical ability level for complex jobs Even if someone has an ability level
above aði f Þ, it might be in her interest to search in the simple segment if the number of
complex vacancies open in her ability slot is too low. A worker with an ability level
a(i)4aði f Þ may decide to search in the simple side of the labour market if her asset value
of unemployment when remaining in the complex segment is below her asset value of
unemployment when looking for a simple job. This trade-off can be represented using the
asset values of unemployment:

ð1� bÞðUMðiÞ �USÞ ¼ wu
M � wu

S �
1� Z
Z

� �
cðyS � yMðaiÞÞ:

A worker having the required ability level to occupy a complex job may decide to
search in the simple segment ðUMðiÞ<USÞ. This arises when unemployment benefits
perceived while searching for a complex position are not high enough to compensate the
low probability to find a complex job. Note that even if wu

M>wu
S, a worker having

aðiÞ>aði f Þ may prefer to search for a simple position if the probability to find a complex
job is too low ðyS>yMðaiÞÞ. In this equilibrium, the segmentation of the labour market is
determined by the worker’s threshold value a(iw), defined by UMðiwÞ ¼ US. There will be
no posted vacancies within the interval ½aði f Þ; aðiwÞ�.

Conversely, if unemployment benefits are high enough to compensate the low
probability of finding a complex job, all workers with an ability level above aði f Þ remain
searching in the complex segment. In this equilibrium, the segmentation is given by the
firm’s threshold value aði f Þ.

IV. THE EFFECTS OF A BIASED TECHNOLOGICAL DIFFUSION

In this section we analyse the effects of a gradual diffusion of new technologies. We
consider an initial situation characterized by a very low p and assume a progressive
increase in p towards p0. To be illustrative, we impose an initial situation where p is low
and there are no complex positions in the economy, i.e. að~i Þ ¼ aðiÞ ¼ 1. As the economy
starts its technological development, p rises, reducing the gap between p and p0 and
fostering the appearance of complex positions, whose productivity is enhanced. The
diffusion of complex jobs promotes a gradual reduction in the setup costs borne by firms,
i.e. a fall in KðpÞ ¼ e�gðp�p0Þ.

Simple jobs

The equilibrium in the simple segment is characterized by the job creation and job
destruction curves, respectively given by (16) and (18).

Proposition 2. A biased technological change exclusively favouring the productivity of
complex positions decreases the labour market tightness and increases the reservation
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productivity in the simple segment. By the Beveridge curve, unemployment in the simple
sector increases. Unambiguously, the number of simple jobs in the economy decreases.

Proof. The proof is straightforward from (16) and (18)Fsee Appendix B. &

Even if the productivity of workers employed in simple jobs is not affected by the
technological change, their reservation wage increases following the upturn in p (wu

S is
partly indexed to p). This yields a reduction in the number of simple vacancies and an
increase in the reservation productivity.

Complex jobs

Determining the effects of technological diffusion on the complex segment becomes a
slightly more complicated issue. Our analysis covers two stages. We first analyse the
impact of a biased technological change on the labour market equilibrium of a particular
ability slot. In the second stage, we study the effects of the technological change on the
endogenous segmentation of the labour market. By means of this two-step analysis we
provide a complete picture of the equilibrium in the complex segment.

How does ICT shift the labour market equilibrium in each ability slot? We analyse the
effect of a biased technological progress on the labour market equilibrium of an ability
slot that remains open in the complex segment. Both the job creation and job destruction
curves are affected by this technological change. The job creation curve shifts due to the
setup cost, while the job destruction curve shifts due to the improvement in the workers’
productivity and the rise in the outside option (see Figure A2 in Appendix B for a
graphical representation).

Proposition 3. In the complex segment, the diffusion of novel technologies increases the
reservation productivity and decreases the labour market tightness of those workers
having low ability levels. In contrast, for workers having intermediate and high ability
levels, the reservation productivity decreases and the labour market tightness increases.

Proof. See Appendix B. &

Concerning the job creation decision, the diffusion of ICT is associated with a
progressive reduction of the setup cost borne by firms offering complex positions. The
opening of complex vacancies is thus stimulated.

The direct impact of the diffusion of ICT on the job destruction decision is governed
by the gap between the marginal increase of the firm’s output (ai) and the marginal
increase in the wage (dM). For given yMi and a(i), there exists an ability level such that
a(i) ¼ dM, and the job destruction curve remains unaffected by the change in p. On the
other hand, if dMoa(i), there is an improvement in the stability of these jobs. Finally, if
dM4a(i), there is a rise in the reservation productivity required to pursue the match.

Combining both the movement of the job creation curve and the one of the job
destruction curve, three possible situations can arise at the equilibrium.

� If a(i) equals dM or is nearby, only the shift of the creation curve is significant: the new
equilibrium will be characterized by a higher labour market tightness and then a higher
reservation productivity. In an extreme case we might find a situation where the shift
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of the job destruction curve is such that eMi ðy
M
i Þ remains unaffected and yMi ðeMi Þ

increases (case A in Figure A2 in Appendix B).
� For high ability levels, deterministic productivity gains (pa(i)) largely compensate

for the rise in wages resulting from the increase in the outside option (pdM) and
in the labour market tightness ðyMi Þ. Labour hoarding strategies thus become more
profitable,9 implying that job duration is enlarged (fall in the reservation productivity)
and labour market tightness increases (case B in Figure A2 in Appendix B).

� Conversely, for a ‘sufficiently low’ ability level, labour hoarding strategies are no
longer profitable (increase in the reservation productivity) and the labour market
tightness falls10 (case C in Figure A2 in Appendix B).

How does ICT affect the segmentation of the labour market? All workers included in the
interval ½aði f Þ; aðiwÞ� can theoretically apply for a complex position; however, when the
number of vacancies offered in their ability slot is low, it may be in their interest to search
rather in the simple segment. At a(iw), the worker is indifferent between searching in the
simple or the complex segment. In this section we analyse the effects of a progressive increase
in p on the size of each labour market segment, that is, on að~iÞ ¼Max½aði f Þ; aðiwÞ�.

Case 1: The segmentation is determined by the firm’s threshold value When unemployment
benefits manage to compensate for the low probability of finding a complex job, all
workers with an ability aðiÞ>aði f Þ search for a complex position and no mobility is
observed between segments. Even if they bear high unemployment rates, it is in the
interest of these workers to remain searching in the complex segment because
unemployment benefits are high. In this context a(iw) equals aði f Þ.

Proposition 4. For a given aði f Þ, there exists a ~dMðpÞ such that for dM>~dMðpÞðdM<
~dMðpÞÞ we have @aði f Þ=@p>0 @aði f Þ=@p<0

� 	
. Then the size of the complex segment is

reduced (augmented) during the diffusion process of new technologies.

Proof. To determine the impact of a biased technological change on the critical ability
level aðiwÞ ¼ aði f Þ, we use the job creation and job destruction curves defined for yi f ¼ 0
(equations (20) and (21)). The effect on the final critical ability level required in complex
positions is given by

ð22Þ daði f Þ
dp

¼ dM � aði f Þ � KðpÞgð1� bð1� lFðei f ÞÞÞ
p

:

Let us define ~dM such that daði f Þ=dp ¼ 0:

ð23Þ ~dM ¼ aði f Þ þ KðpÞgð1� bð1� lFðei f ÞÞÞ:

We then easily deduce that

if dM>~dM ; then
daði f Þ
dp

>0;

if dM4~dM ; then
daði f Þ
dp

40: &
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If productivity gains (determined by aði f Þ), together with the actualized reduction11

in the setup cost, do not manage to overcome the rise in the reservation wage (given by
dM), then the skill requirement to occupy a complex position rises. This implies that a
lower proportion of the labour force has access to complex positions.

The endogenous job destruction framework presents the main advantage of not
imposing a predetermined path on the labour market segmentation. A detailed analysis
of equation (22) permits us to better understand under which conditions the
segmentation of the labour market may follow a non-monotonous path. Because the
setup costs are represented via an inverted exponential function, the initial reductions in
the setup cost will be considerable. This implies that even if the critical ability level aði f Þ
is such that dM4aði f Þ, the firm may accept a lower threshold ability if the reduction in
the setup cost is sufficiently great to compensate for the gap between dM and aði f Þ: in
this case we have dM � aði f Þ<KðpÞgð1� bð1� lFðei f ÞÞÞ. In contrast, as new technol-
ogies become increasingly diffused (high p), the decrease in the setup cost falls and
therefore it may no longer compensate the gap between dM and aði f Þ: we then have
dM � aði f Þ>KðpÞgð1� bð1� lFðei f ÞÞÞ. Hence firms raise their skill requirements for
complex positions. During the rising path of p we may find a U-shaped trend of the
ability level required in complex vacancies.

Case 2: The segmentation is determined by the worker’s threshold value When
unemployment benefits are not sufficient to compensate for the low probability of
finding a job, all workers within the interval [aði f Þ,a(iw)] prefer to search for a job in the
simple segment. The progression of a(iw) during the ICT diffusion is determined by both
the labour market tightness in the simple segment and the changes in the wu

S � wu
M

relationship, since yiw ¼ yS þ ð1� ZÞ=ðcZÞðwu
S � wu

MÞ. Therefore, to determine the effect
of a biased technological change on the dynamics of a(iw), we need to analyse the
evolution of both yS and wu

S � wu
M along the increasing path of p.

Proposition 5. When p increases, a(iw) converges towards aði f Þ.

Proof. By Proposition 2, we know that @yS=@p<0. Moreover, the variation of
unemployment benefits when technological progress accelerates is such that
dðwu

S � wu
MÞ=dp ¼ ðdS � dMÞ<0. This implies that @yiw=@p<0. Then a(iw) converges

towards aði f Þ when p increases. &

Productivity improvements fostered by the diffusion of new technologies favour the
convergence of a(iw) towards aði f Þ, since the progressive increase in unemployment
benefits, together with the reduction of the labour market tightness in the simple
segment, makes it decreasingly profitable for people qualifying for complex positions to
search in the simple segment. Because the labour market tightness in the simple segment
falls and the divergence in the unemployment benefits decreases along the rising path of p,
yMiw will tend progressively towards zero, implying that a(iw) will converge towards aði f Þ.

The role of the endogenous job destruction rate The main objective of this paper is to
analyse the impact of labour market institutions on the segmentation of the labour
market (between complex and simple jobs) during the diffusion process of new
technologies. To do so, two possibilities arise. We can consider either an exogenous job
destruction framework or an endogenous job destruction framework. The former

2011] LABOUR MARKET INSTITUTIONS 173

r The London School of Economics and Political Science 2009



presents the main advantage of simplifying computations; however, it has a very
constraining limitation: the segmentation of the labour market necessarily follows a
monotonous decreasing path. This implies that the proportion of workers having access
to complex positions continuously increases (see Appendix D for more details).

In an endogenous job destruction framework, the deterministic instantaneous profit
of the firm a(i)� dM does not need to be positive for the match to continue, since the firm
may expect a positive shock e to arrive so that the negative deterministic difference is
compensated. This allows a non-monotonous segmentation path to arise since we can
have a critical ability level aði f Þ such that dM>aði f Þ. In this case, we may find that the
initial reductions in the setup cost are sufficiently big to compensate for the gap between
dM and aði f Þ, so @aði f Þ=@p is negative (see equation (22)). Similarly, at a given moment in
time, the reductions in the setup cost may no longer compensate for the gap between
dM and aði f Þ, so that @aði f Þ=@p becomes positive. In summary, by allowing the
instantaneous profit of a match to be negative, the endogenous job destruction
framework can foster a non-monotonous segmentation of the labour market.

V. NUMERICAL SIMULATIONS

The quantitative implications of the model concerning the effects of a biased
technological progress on the ability requirements to occupy complex jobs, on labour
flows and on unemployment are clearly presented as a result of computational exercises.
The results reported in this section are based on the following additional specification
assumptions. A matching function of the Cobb–Douglas form is assumed with elasticity
with respect to vacancies equal to c. The distribution of idiosyncratic shocks is assumed
to be uniform on the support ½e; e�, i.e. FðxÞ ¼ ðx� eÞ=ðe� eÞ defined on [� 3, 3]. The
baseline parameters used in computations are shown in Table 1. The elasticity with
respect to vacancies (c), the bargaining power of workers (Z), the arrival rate of a
productivity shock (l), the discount factor (b), and the recruiting cost (c) are calibrated
with the values adopted by Mortensen and Pissarides (1994). All other structural
parameters are chosen so that at the various steady states computed for different stages

TABLE 1

BASELINE PARAMETER VALUES

French-type Counterfactual

Unemployment benefit index: complex segment dM ¼ 0.50 dM ¼ 0.35
Unemployment benefit index: simple segment dS ¼ 0.30 dS ¼ 0.15

Severance tax T ¼ 0.2 T ¼ 0.2
Discount factor r ¼ 0.02
Matching elasticity c ¼ 0.5

Bargaining power Z ¼ 0.5
Matching efficiency m0 ¼ 0.3
Recruiting cost c ¼ 0.3
Productivity shock frequency l ¼ 0.1

Speed of the catch-up process g ¼ 0.4
Deterministic productivity for simple jobs h ¼ 1
Deterministic productivity for complex jobs p ¼ 1
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of technological diffusion, unemployment rates, job destruction rates and average
duration of unemployment spells match the average experience of France.12 We compare
this benchmark situation (French-type economy case) with a counterfactual one that
would have arisen if the degree of indexing of the unemployment benefit had been lower.
As in Mortensen and Pissarides (1994), the severance tax is assumed to be equal to 20%
of the best productivity level that can be attained in a position.13 We introduce this
employment protection simply to keep as close as possible to the French case. When we
eliminate it, our conclusions hold and there is only a scale effect.

We consider an initial situation where ICT is non-existent and all jobs are simple, so
that workers of different abilities compete for the same positions and everyone receives a
wage ws. (Wage divergences arise simply from the idiosyncratic productivity compo-
nent e.) We then simulate the effects of a progressive diffusion of technologies (increase in
p to attain p0) and analyse the minimum skill level found in complex positions aðð~i ÞÞ), the
size of each labour market segment (yMi and yS), job stability (eMi and eS) and
unemployment (uM and US).

The left-hand panel in Figure 3 summarizes the minimum ability level found in
complex positions along the rising path of p. During the first half of the technological
diffusion, both economies display a similar decreasing path concerning the minimum
ability level occupying complex positions. Furthermore, along this downward trend, the
segmentation of the labour market is determined by the worker’s threshold value a(iw).
The situation is modified as soon as we consider the second half of the ICT diffusion
process. From this point, the economy with high unemployment benefits sharply
increases the skill requirements in complex positions. Furthermore, along this upward
trajectory the firm’s skill requirements are binding, that is, aðiwÞ ¼ aði f Þ. Medium-skilled
workers in the neighbourhood of i f prefer to remain searching in the complex segment
because the high unemployment benefits more than compensate for their low probability
of finding a job.

The U-shaped path followed by skill requirements in complex positions implies that
workers previously qualified for these jobs no longer have access to them and are forced
to search in the simple segment where they compete with lower qualified workers. At the
end of the ICT diffusion process there will be 30% more excluded workers from the
complex segment in the presence of high UB than in the presence of low UB, where the
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FIGURE 3. The minimum skill level found in complex positions and the proportion of employment in each
segment during the ICT diffusion process.
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segmentation follows a monotonously decreasing path. Conversely, there will be 28%
more employed people in the simple segment (see the right-hand panel of Figure 3) when
the unemployment system is generous (the two percentage point divergence is explained
by the unemployment rate). Related to Figure 1, presented in the Introduction, the
proportion of technological employment is lower in the presence of high UB.14

Result 1. The presence of high UB excludes a larger fraction of workers from the complex
segment and exacerbates job competition in the simple segment. Low UB allows a larger
proportion of workers with heterogeneous abilities to have access to technological
employment.

The dynamics of job stability, labour market tightness and unemployment are strongly
differentiated depending on the labour market segment considered. In the simple segment
(Figure 4), job instability continuously increases whatever the type of economy considered.
The labour market tightness of this segment is also progressively reduced and
unemployment rates rise. The deterioration of the labour market conditions is deeper in a
French-type economy, where the probability of being fired during the diffusion process of
ICT is an average 2 percentage points higher, the probability of finding a simple job is
around 17 percentage points lower (market tightness is an average 36% smaller), and
unemployment rates are 3 percentage points higher (reaching a 5 percentage point
differential at the end of the diffusion process) than in an economy characterized by low UB.

Result 2. The diffusion of ICT does not simply contract the simple segment, it also
deteriorates the situation of workers employed in it. This degradation is more marked in
the presence of high UB.
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FIGURE 4. Job stability, labour market tightness and the unemployment rate in the simple segment during
the ICT diffusion process.
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Moreover, as displayed by Figure 3, the proportion of workers concerned by these
worse labour market conditions is higher in the French-type economy, where a larger
fraction of workers occupies simple jobs.

In the complex segment, the analysis must distinguish between the highest (ai ¼ 1)
ability level present in the segment and the lowest one ðað~i ÞÞ, which essentially
corresponds to medium-skilled workers in the economy. Job stability and labour market
tightness progress very differently for the two types of worker, even if they are occupied
in the same type of job.

Let us start with the dynamics of job stability. By comparing both economies (high
UB vs low UB), Figure 5 allows us to draw three conclusions. First, for a given ability
level, job instability is greater in an economy characterized by generous unemployment
benefits. Actually, if we consider the highest ability slot (ai ¼ 1), we estimate that the
probability of being fired is on average 3 percentage points higher in the presence of
high UB. Second, as new technologies are diffused (increase in p), all ability slots bear a
more important reservation productivity.15 However, the largest instability is borne
by the lowest skill levels in the complex segment (medium-skilled workers). Finally, in
the French-type economy, the reservation productivity levels associated with each of the
ability slots are less dispersed than in the presence of low UB. Actually, in an economy
characterized by low UB, there is a greater heterogeneity of ability levels occupying
complex positions (see Figure 3) but there is also a greater dispersion in the job stability
borne by each ability. As a result, wage dispersion will also be greater in the presence of
low UB than in the presence of high UB.
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FIGURE 5. Job stability in the highest and lowest ability slots of the complex segment during the ICT
diffusion process.

Key: x-axis: states of technology; y-axis: reservation productivity level eMi required to pursue a match. � � –
line: evolution of eMi for i ¼ 1 (highest ability slot present in the complex segment). – þ – line: envelops the
critical productivity levels associated with the lowest ability level present in the complex segment at each
stage of technology (aðiwÞ or aði f Þ). F lines: represent the dynamics of the eMi associated with the minimum
ability levels (aðiwÞ or aði f Þ) that entered the complex segment at a given p and that remain for a while in it

(they are no longer the lowest abilities of the segment).
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Figure 6 presents the progression of the labour market tightness (yMi ) in various
ability slots as p increases. Because of the U-shaped evolution of the minimum ability
level present in complex positions, some slots appear and disappear during the ICT
diffusion process. This yields an inverted U-shaped path for the labour market tightness
associated with some of the slots.

While yMi increases sharply and continuously for the highest ability level in both
economies, the attained labour market tightness is, on average, 34% greater in the presence
of low UB, leading to a probability of finding a job around 25 percentage points higher.
Concerning the rest of the ability levels, the more pronounced U-shaped path followed by
the minimum ability level in the presence of high UB is reflected in the inverted U-shape
observed for the labour market tightness. In contrast, in the economy characterized by low
UB, fewer workers are excluded from the complex segment (see Figure 3), implying a
smoother progression of the labour market tightness associated with the lowest ability slots
(the inverted U-shape is only observed at the end of the rising path of p).

Figure 7 represents, by means of a histogram, the unemployment rates associated
with all the ability slots present in the complex segment at each state of technology (see
Appendix C for the computation of the unemployment rates). The larger the number of
abilities included in this segment, the darker will be the bars of the histogram. The left-
hand side of each of the bars corresponds to the unemployment rates of the lowest ability
slots present in the complex segment. These slots stand for much lower skill levels in the
presence of low UB than in the presence of high UB (see Figure 3). As a result, when
comparing the histograms of both economies, we observe that those associated with the
situation where UBs are low are darker on the left-hand side (they represent a larger
number of ability levels).
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FIGURE 6. Labour market tightness of the highest and lowest ability slots of the complex segment during
the ICT diffusion process.

Key: x-axis: states of technology; y-axis: market tightness, yMi . – � – line: dynamics of the labour market
tightness of the highest ability slot present in the complex segment, yM1 . F lines: labour market tightness
associated with those ability levels (aðiwÞ or aði f Þ) that entered the complex segment at a given state of
technology and that then remain in this segment (they are no longer the lowest abilities of the segment).
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The most striking result when comparing both economies is that the unemployment
rates borne by the lowest ability slots of the complex segment in the French-type
economy become extremely high from the early stages of the technological diffusion
process. In these economies, workers prefer to remain searching in the complex segment
even if their probability of finding a job converges to zero, because unemployment
benefits are very high. Actually, they remain in the complex segment until they are
excluded from it by firms (when firms increase the skill level required to fill a complex
position, aði f Þ).

In contrast, in an economy characterized by low UB, the lowest ability workers
prefer to search in the simple segment rather than to bear huge unemployment
rates in the complex segment (the segmentation of this labour market is given by
a(iw)). Unemployment rates in complex positions remain thus fairly moderate until
the end of the rising path of p, when UBs become sufficiently high to compensate the
low probability of finding a job, and workers thus decide to remain in the complex
segment.

Result 3. High UB is the main factor responsible for the high unemployment rates for
medium-qualified workers traditionally occupied in complex positions. High UB reduces
the incentive to search in the simple segment since it becomes more profitable for
medium-skilled workers to remain unemployed in the complex segment.

All in all, estimated unemployment rates are, on average, higher in a French-type
economy, 2 percentage points higher in the complex segment, and 5 percentage points
higher in the simple one. Furthermore, if we define medium-qualified workers as those
within the � 25% interval around að~i Þ, we observe, from Figure 8, that their relative
unemployment rate follows a U-shaped path such as the one observed in French data
(see Figure 2 in the Introduction). Relative unemployment rates of medium-skilled
workers are clearly higher in the presence of generous UB.

4 5 6 7 8 9 10 11
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

4 5 6 7 8 9 10 11
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
High UB-EP Low UB-EP

FIGURE 7. Unemployment in the highest and lowest ability slots of the complex segment during the ICT
diffusion process.
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VI. CONCLUSION

This paper tries to gain insights into the effect of labour market institutions on the labour
market dynamics observed during the diffusion process of new technologies. More
precisely, we want to determine under which conditions the generosity of the
unemployment benefit system can lead to a monotonous or to a non-monotonous
segmentation path of the labour market during the diffusion process of ICT. To do so,
we develop an endogenous job destruction framework where new technologies
asymmetrically affect productivity in simple and complex jobs, where unemployment
benefits are indexed to aggregate productivity, and where there are positive spillovers
linked to the expansion of complex positions (reduction in the setup costs). We find that
the larger the redistributive component of the unemployment benefits, the larger the
fraction of skills excluded from complex jobs, that is, the more pronounced is the U-
shaped progression of the minimum skill level required in complex positions.

By working with an endogenous job destruction framework, we also provide predictions
for the stability of jobs in both the complex segment and the simple segment, as well as for
the evolution of unemployment rates. We find that simple positions suffer from greater job
instability as new technologies are diffused. This instability increases with the generosity of
the unemployment benefit system. On the other hand, people occupied in complex jobs may
see their job stability increase or decrease depending on their ability level. Low-ability
workers employed in complex positions experience greater job instability.

Concerning unemployment rates, high unemployment benefits induce larger aggre-
gate unemployment rates, not only in the simple segment but also in the complex seg-
ment. Finally, our numerical simulations show that the presence of generous unemployment
benefits provides an incentive to medium-qualified workers to remain unemployed in the
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FIGURE 8. Relative medium-skilled unemployment rate during the ICT diffusion process.
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complex segment rather than searching for a job in the simple segment. As a result, medium-
qualified workers experience higher unemployment rates.

Even though the paper focuses exclusively on the role of unemployment benefits in
labour market dynamics, we realize that the impact of input substitution must not be
omitted, as already highlighted by Autor et al. (2003), Autor and Dorn (2007), Maurin
and Thesmar (2005) and Goos and Maning (2007). Future research aimed at evaluating
the effect of both labour market rigidities and input substitution on the segmentation of
the labour market should rather consider a framework similar to Cahuc et al. (2007),
where market frictions are introduced and firms can employ heterogeneous workers.

APPENDIX A

APPENDIX B: THE EFFECT OF A SKILL BIASED TECHNOLOGICAL CHANGE

Simple jobs: Proof of Proposition 2 and graphical illustrations

At the equilibrium, the impact of technological progress depends on the behaviour of the job
creation and job destruction curves. A variation in p shifts the job destruction curve up. This shift
(see Figure A1) is given by

@p

@eS
¼ d½1� bð1� lFðeÞÞ�

1� bð1� lÞ >0:

TABLE A1

DEFINITIONS OF THE VARIOUS TYPES OF TASKS

Cognitive/complex tasks Manual/simple tasks

Routine Non-routine Routine Non-routine

Workers carry out a limited

and well-defined set of
cognitive activities, that
can be accomplished

following explicit rules

Problem-solving

and communication
activities

Workers carry out a

limited and well-defined
set of manual activities,
that can be

accomplished following
explicit rules

Workers carry out

manual activities
that could not be
accomplished

following explicit
rules

θ*Sθ

*Sε

JCS

JDS

ε
JDS ′

*
1
Sε

*
1
Sθ

FIGURE A1. Effects of a biased technological in the specialized segment.
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In contrast, the job creation curve does not shift. Then, the final impact of a variation in p is
determined by the sign of the slope of the job creation curve, which is negative. Differentiating
equation (18) with respect to eS yields

cð1� bð1� lÞÞ
bð1� ZÞ

q0ðySÞ
q2ðySÞ

@yS

@eS
¼ 1:

Because 0<b<1; 0<Z<1 and c40, the first term on the left-hand side, ½cð1� bð1� lÞÞ�=
bð1� ZÞ, is positive. Therefore sign @yS=@eS

� 	
¼ sign q2ðySÞ=q0ðySÞ

� 	
. As q2ðySÞ is always positive

and q0ðySÞ is negative, we find that q2ðySÞ=q0ðySÞ<0. The job creation curve is negatively sloped.

Then we deduce that @yS=@p<0. &

Complex jobs: Proof of Proposition 3 and graphical illustrations

For a given ability level aðiÞ 6¼ aði f Þ, we differentiate both the job creation and job destruction
curves of the corresponding segment, leading to

ðA1Þ dyMi ¼ Z
�deMi

1� bð1� lÞ þ gKðpÞ dp
� �

;

ðA2Þ deMi 1� bl
1� bð1� lÞ ð1� FðeMi ÞÞ

� �
¼ Z

1� Z
cdyMi þ dp � ðdM � aðiÞÞ;

where

Z ¼ �bð1� ZÞqðyMi Þ

c
q0ðyMi Þ
qðyMi Þ

>0

since q0ðyMi Þ<0. Combining equations (A1) and (A2) allows us to determine how the reservation
productivity will be affected at the equilibrium:

deMi 1� bl
1� bð1� lÞ ð1� FðeMi ÞÞ þ

cZ
1� Z

Z

1� bð1� lÞ

� �

¼ dp
Z

1� Z
cZgKðpÞ þ dM � aðiÞ

� �
:

If ½Z=ð1� ZÞ� cZgKðpÞ þ dM>aðiÞ, then deMi =dp>0. If ½Z=1� Z� cZgKðpÞ þ dM<aðiÞ, then
deMi =dp<0.

Concerning the impact of p on the labour market tightness, two possible cases arise.
If deMi =dp<0, then by equation (A1) we unambiguously obtain dyMi =dp>0. This corresponds

to high ability levels (case B in Figure A2).
Conversely, if deMi =dp>0, then results are ambiguous (see equation (A1)). On the one hand,

for very low ability levels, deMi =dp>0 is sufficiently large to overcome the impact of the setup costs
on the creation curve (the term gK(p)dp in equation (A1)). Then dyMi =dp<0 (case C in Figure A2).
On the other hand, for intermediate ability levels, the term deMi =dp>0 may not be sufficiently large
to overcome the impact of the term gKðpÞdp in equation (A1). Then dyMi =dp>0. Among these
intermediate ability levels, there exists an a(i) such that ½Z=1� Z� cZgKðpÞ þ dM ¼ aðiÞ. In this case
deMi =dp ¼ 0 and then dyMi =dp>0 (case A in Figure A2). &

APPENDIX C: THE LABOUR MARKET FLOWS AND THE EQUILIBRIUM RATE OF
UNEMPLOYMENT

We assume an ability distribution function G0ðaðiÞÞ ¼ gðaðiÞÞ. Total unemployment is then given by

ðA3Þ U ¼
Z a

a

ui gðaðiÞÞ di:
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If aðiÞ>að~i Þ, the inflows to unemployment are hence equal to ½gðaðiÞÞ � ui�lFðeMi Þ, and the
outflows are equal to ui pðyMi Þ. In the steady state these two flows are identical, implying the
equilibrium equation

ðA4Þ ½gðaðiÞÞ � ui�lFðeMi Þ ¼ uipðyMi Þ for all iX~i:

The number of unemployed workers with a particular skill level a(i) above að~i Þ is then given by

ðA5Þ ui ¼
lFðeMi ÞgðaðiÞÞ
lFðeMi Þ þ pðyMi Þ

for all iX~i:

If aðiÞ<að~i Þ, the number of employed workers with a skill level smaller than að~i Þ is given by
Gðað~i ÞÞ �Us, where Gðað~i ÞÞ stands for all workers having an ability level below að~i Þ, and Us

represents the number of these workers being unemployed. The inflow into unemployment is equal
to ðGðað~i ÞÞ �UsÞlFðeSÞ, whereas the outflow from unemployment is equal to Us pðySÞ. At the
steady state the inflows and outflows from unemployment must be identical:

ðA6Þ ðGðað~i ÞÞ �UsÞlFðeSÞ ¼ UspðySÞ for all i4~i:

This leads to the following equilibrium unemployment for all i4~i:

ðA7Þ Us

Gðað~i ÞÞ
¼ lFðesÞ

pðysÞ þ lFðesÞ :

Aggregate unemployment can be obtained through the addition of low-skill and high-skill
unemployment (equations (A5) and (A7)):

ðA8Þ

U ¼ Us þ
Z a

að~i Þ
uðaðiÞÞgðaðiÞÞ daðiÞ

	 us
Z að~iÞ

a

gðaðiÞÞ daðiÞ þ
Z a

að~i Þ
uðaðiÞÞgðaðiÞÞ daðiÞ

¼
Z a

a

uðaðiÞÞgðaðiÞÞ daðiÞ;

ε εε

θθθ
JCM0 JCM0 JCM0

JCM1

JCM1

JCM1

JDM0 = JDM1 
JDM0 JDM0

E0
E0

E0
. .0 i

M0ε
i
M0ε

i
M0θ i

MAθ i
M0θ i

M0θi
MBθ i

MCθ
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.
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FIGURE A2. Effects of a biased technological shock on the job creation and job destruction curves for
aðiÞ>aði f Þ.
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where uðaðiÞÞ ¼ us for all i4~i. Because að~i Þ, the labour market tightness and the critical
productivity levels are known, we can directly determine the equilibrium unemployment levels.

APPENDIX D: THE EXOGENOUS JOB DESTRUCTION FRAMEWORK

If, instead of considering an endogenous job destruction framework where jobs are destroyed when
the idiosyncratic productivity component is such that the surplus associated with the match
becomes negative, we had considered an exogenous job destruction model, the results would have
been substantially modified. In an endogenous job destruction framework, the instantaneous
deterministic profit associated with a match pai � pdM may be negative, since the firm can expect a
high idiosyncratic productivity shock to arrive so that the total instantaneous profit would become
positive, pai þ e� pdM>0. In contrast, in an exogenous job destruction framework, pai � pdM
must always be positive, since there is no uncertainty concerning any productivity component. This
will have important consequences on the path followed by the segmentation of the labour market
when new technologies are diffused.

The stationary equilibrium in the presence of exogenous job destruction is given by the
following job creation rules:

ðA9Þ c

bqðyMi Þ
� KðpÞ ¼ p � aðiÞ � wM1ðaðiÞÞ

1� bð1� wÞ ;

ðA10Þ c

bqðySÞ
¼ h� wS

1� bð1� wÞ ;

where w stands for the exogenous job destruction rate.
Unemployment rates are obtained by equating the inflows to the outflows from unemploy-

ment. The number of unemployed workers with a particular skill level a(i) above að~i Þ is then given
by

ðA11Þ ui ¼
wgðaðiÞÞ
wþ pðyMi Þ

for all i � ~i:

If aðiÞ<að~i Þ (simple segment), the Beveridge curve is given by

ðA12Þ Us

GðaðiwÞÞ ¼
w

pðysÞ þ w
:

As in the endogenous job destruction framework, setting yMi ¼ 0 in the job creation rule gives
the equilibrium value

ðA13Þ aði f Þ ¼ 1

p
½pdM þ KðpÞð1� bð1� wÞÞ�:

While being qualified to fill a complex position, all workers having a skill level within
½aði f Þ; aðiwÞ� prefer to search in the simple segment. The critical ability level aðiwÞ is determined by
the equality UMðiwÞ ¼ US, leading to

ðA14Þ yMiw ¼ yS þ ð1� ZÞ
cZ

ðwu
S � wu

MÞ:

A technological diffusion exclusively favouring the productivity of complex positions decreases
the labour market tightness16 (yS) and then increases the unemployment rate in the simple segment.
In contrast, in the complex segment, the biased technological change necessarily increases labour
market tightness.17

Concerning the segmentation of the labour market, deriving (A13) with respect to p leads to

ðA15Þ @aði f Þ
@p

¼ � 1

p
aði f Þ þ gKðpÞð1� bð1� wÞÞ � dM

 �

:
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Because gKðpÞð1� bð1� wÞÞ decreases continuously and because aði f Þ>dM , the minimum
skill level required in complex positions should continuously fall. At the limit, all ability levels
should have access to positions requiring the use of new technologies.
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NOTES

1. We prefer to refer to skills or ability levels rather than to education since education can be seen as an
individual choice, whereas ability levels are exogenous. With this restrictive interpretation, one can
perform counterfactual simulations without considering the reaction of skill accumulation. We leave
this for further research.

2. As in Mortensen and Pissarides (1999) we assume that if the skill requirement of a position is above the
worker’s skill level, then production is nil. Conversely, if the worker’s skill level is above the skill
requirement of a job, then the productivity of this position will equal the skill required by the firm.
Therefore it is optimal for both agents to direct their search.

3. Note that at the end of the technological diffusion process, the recruitment cost in complex jobs is
relatively small with respect to productivity. In other words, when new technologies are widely diffused,
the relative cost of creating a complex position must be lower than in a situation where technologies are
not diffused: this result must be interpreted as if ICT reduced the information costs induced by the
search process.

4. The asset values associated with the starting period of the match differ from the continuing asset values
because of the fact that the idiosyncratic productivity is assumed to be at its maximum level and wages
in complex positions interiorize the existence of a setup cost.

5. For simplicity, we assume that as soon as a worker of ability level aðiÞ<aðiwÞ starts searching for a job
in the simple segment, she becomes eligible for wu

S.
6. For the first period of the match, the idiosyncratic productivity component is set to e and wages in

complex positions interiorize the existence of a setup cost.
7. The surplus sharing rule during the first period of the match equals Z½WMðaðiÞ; eÞ �UMðaðiÞÞ� ¼
ð1� ZÞ½JMðaðiÞ; eÞ � VMðaðiÞÞ � KðpÞ�, whereas in the following periods setup costs are sunk and we
thus find Z½WMðaðiÞ; eÞ �UMðaðiÞÞ� ¼ ð1� ZÞ½JMðaðiÞ; eÞ � VMðaðiÞÞ�.

8. In the first period of the match, the idiosyncratic productivity is set to its maximum value, such that all
matches pursue at least one more period.

9. If dM<að~i Þ, all workers in the complex segment will benefit from a larger increase in their productivity
than in their wages. In contrast, for dM>að~i Þ we might have some workers for whom productivity
improvements overcome the rise in wages, whereas for other workers the situation will be the opposite.

10. Note that this shift is downward bounded by yMiw ¼ yS þ ½bð1� ZÞ=cZ�ðwu
S � wu

MÞ (vertical line B in
Figure A2), since all individuals in an ability slot having a labour market tightness below this bound will
prefer to search in the simple segment.

11. The effective variation in the setup costs must take into account the fact that not all complex positions
manage to survive after the shock on e. On the other hand, notice that K(p) is decreasing in p, and g
represents the speed of adjustment, implying that gK(p) stands for the reduction in the costs derived
from an increased diffusion of ICT. This reduction must then be corrected by the fraction ð1� Fðei f ÞÞ
of complex positions that does not manage to survive.

12. At the final stage of the technological diffusion, the unemployment rate of high-skilled workers is
around 6%, whereas that of low-skilled workers reaches 20%. Yearly average complex job destruction
rates equal 14%, and those of simple jobs equal 27%. Finally, the unemployment duration of high-
skilled workers is less than six months, whereas that of low qualified workers is around a year and a half.

13. The equilibrium equations in the presence of a severance tax are available upon request.
14. Note too that by giving birth to complex jobs, technological diffusion yields the appearance of more

wage inequality. Initially, when only simple jobs are present in the economy, all wage differentials
responded to e. As complex jobs start appearing, two new types of inequality arise. On the one hand,
there are wage differentials between wages in simple and complex jobs, arising from the fact that
complex jobs respond more to p and from the fact that market tightness in the simple segment falls,
whereas it increases in the complex segment. On the other hand, within the complex segment there are
also wage differentials between the various ability levels.

15. For the highest ability slots we find a situation corresponding to case A of Figure A2, where the labour
market increases but so does the reservation productivity level.
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16.
@p

@yS
¼ 1

ð1� ZÞZ �Zc� ð1� bð1� wÞÞ �cq
0ðySÞ

bðqðySÞÞ2

 !" #
<0

since q0ðySÞ<0.

17.
@p

@yMi
¼

Zcþ
�cð1� bð1� wÞÞq0ðyMi Þ

bðqðyMi ÞÞ
2

ð1� ZÞðai þ gKðpÞð1� bð1� wÞÞ � dMÞ:

The numerator is always positive, since q0ðyMi Þ<0. Because in the exogenous job destruction framework

ai>dM and because KðpÞð1� bð1� wÞÞ>0, we know that the denominator will always be positive, so
@p=@yMi >0:
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